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Abstract 
Current injury criteria for the leg in axial loading fail to consider the effect of duration on 

force at fracture, which has been shown to be significant for body regions such as the femur 

and spine.197,208 Consequently, application of current injury risk functions based solely on 

peak tibia force is limited to specific boundary and input conditions. The primary objective 

of this dissertation was to develop an injury criterion for use in both underbody blast (UBB) 

and automotive intrusion (AI) loading environments in order to encompass the loading 

characteristics anticipated for UBB scenarios where floor mats or other injury mitigation 

devices are employed. The secondary goal was to provide design criteria for expanding the 

range of loading durations (or frequencies) over which current anthropomorphic test device 

(ATD) legs provide a biofidelic force response. 

Injury and response data was collected from 54 post-mortem human surrogate (PMHS) 

tests and from previous axial impact studies from the literature, with footplate force 

durations ranging from 5.1 to 89.9 ms. This test data was also used to generate force and leg 

compression corridors which were utilized for benchmarking a human leg finite element 

(FE) model. A parametric study was performed using the human leg FE model to improve 

understanding of the trends in fracture force observed in the PMHS experimental data and 

to characterize the effect of duration and pulse shape on force at fracture. 

The leg injury risk function was developed using PMHS data and human leg finite element 

models to establish a relationship between fracture force and duration. An eventual 

optimization approach was used to estimate the survival model parameters for an injury risk 

function utilizing an injury predictor which combined peak force and impulse at peak force 

measured at the plantar surface of the foot. The injury risk function demonstrated a high 
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level of injury prediction accuracy (81.8%) for load durations ranging from 5.1 to 89.9 ms, 

and improved injury prediction accuracy compared to previous injury risk functions which 

used peak tibia force as the injury predictor by up to 18%. 

To improve the utility of the injury risk function, an ATD that is biofidelic for larger range 

of input frequencies was needed. Recommendations for ATD leg improvements were based 

on the design of the Mil-Lx. Mil-Lx experimental testing was performed to provide data to 

benchmark an FE model of the Mil-Lx, which was then use to establish the range of 

frequencies for which the Mil-Lx provides biofidelic force responses at both the upper tibia 

and the footplate. Optimizations were performed using the finite element model and a 

lumped mass model (LMM) of the Mil-Lx to estimate the characteristics of the compliant 

materials necessary to expand the range of loading frequencies for which Mil-Lx forces 

match forces in the human leg. Further, several additional LMMs were developed based on 

the human FE model response to characterize the mass and compliance distribution which 

should be used in future ATD design. 

Recommendations for short-term, cost-effective Mil-Lx design improvements include 

replacing the heel pad and tibia compliant element with 70-durometer neoprene and 90-

durometer polyurethane, respectively, adding angular rate sensors on the foot and tibia, and 

adding an ankle rotational potentiometer. These modifications would enable the Mil-Lx to 

be used with the proposed force and impulse injury risk function by yielding biofidelic 

plantar forces for impact acceleration durations ranging from 4.5 to 100 ms. Long-term 

recommendations for ATD leg development are more expensive and time-consuming, and 

involve designing an ATD to match the characteristics of a 3-mass LMM of the human leg and 
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including a foot or heel load cell; in theory, this design could expand this range to 5 to 156 

Hz. 

In summary, the duration-dependent leg injury risk function described in this 

dissertation increases the injury prediction accuracy by up to 18% compared to previous 

injury risk functions, and expands the range of load durations for which a single leg injury 

risk function may be used, encompassing load durations of 5.1 to 89.9 ms. Modifications to 

the Mil-Lx design produced improvements in the range of loading frequencies for which the 

Mil-Lx provided biofidelic forces, but further improvement to the design is necessary to 

encompass the range of load durations applicable to both the underbody blast and 

automotive environments and to encompass the range of durations included in the injury 

risk function. Nonetheless, Mil-Lx modifications outlined in the dissertation provide a 

temporary, cost-effective solution for providing an ATD which can utilize the proposed 

injury criterion for a subset of the desired frequency range. These contributions are the first 

step toward establishing more accurate assessment of the effectiveness of injury mitigation 

schemes for underbody blast, and have the potential to inform the safety design process for 

both automotive and military vehicles. 
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Figure 5.14. Second order dynamic models of the leg where ki represent spring  
 stiffness, ci represent damping, and mi represent mass. Displacement is denoted  
 by zi. Forces measured by experimental tests are also pictured. Model 4A  
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 to be highly correlated, while other variables showed only slight or no   
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Figure 6.16. Diagram based on von Gierke214, updated to show the division  
 between regions that will use different injury predictors (blue vs. green shading).  
 The red region highlights the “resonance region” which extends from the  
 resonance frequency to 10 times the resonance frequency, which corresponds  
 to 0.5-5 times the pulse length divided by the period associated with natural  
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Figure 6.26. Response surface generated from the 2DOF LMM-based foot  
 compression relationship with peak force (kN) and impulse at peak force   
 (N-s). Individual data points generated by the LMM are shown for purpose of  
 exhibiting the force-impulse grid sampling method.     270 
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Figure 6.32. Contour plot generated from the FE model foot compression  
 relationship with peak force and impulse with PMHS injury and no-injury   
 data overlaid.          280 
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 with 95% confidence intervals for the parameters estimated using the discrete  
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 the right shows the injury risk for ages 25, 45, and 65 years.    293 
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Figure 6.38. Injury risk functions based on the force-impulse predictor variable  
 with 95% confidence intervals for the parameters estimated using the  
 maximum likelihood optimization approach to fit PMHS injury data. . The figure  
 on the left shows the result of the survival analysis without covariates, and the  
 figure on the right shows the injury risk for ages 25, 45, and 65 years.  294 
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Figure 7.5. Mil-Lx upper and lower tibia forces from a 5.6 m-s-1 impact. (Plots  
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Figure 7.6. Mil-Lx peak force response to varying impact velocity compared to  
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Figure 7.27. Diagram summarizing the location of different contact types used in the  
 Mil-Lx model.          358 
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Figure 7.28. Mil-Lx experimental versus FE model response for the drop tower   
 MLX 17 test condition. Displacements are shown on the left and forces for upper and  
 lower tibia are shown on the right.       359 
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Figure 7.31. Peak force comparison for the plantar force and upper/mid-tibia force  
 for the human FE model with element deletion (ED) compared to the Mil-Lx FE  
 model.           364 
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 conditions are ordered from low to high frequency (left to right) and ED  
 denotes the case where element deletion was turned on for the FE model.  376 
 
Figure 7.39. Probability of injury calculated using the proposed injury risk  
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 FE model, probability of injury was calculated using force and impulse measured  
 at time of peak force for the case were element deletion was turned off, and for  
 time of fracture and time of peak force for the case were element elimination was  
 used. Note that input conditions are ordered from low to high frequency   
 (left to right).          378 
 
Figure 7.40. Comparison of human leg plantar force and impulse and modified  
 Mil-Lx plantar force and impulse from finite element models. Heel pad and  
 tibia compliant element materials were replaced with 70-durometer neoprene  
 and 90-durometer rubber, respectively.      382 
 
Figure 7.41. Summary of peak forces for the Mil-Lx model using 90 durometer  
 polyurethane for the tibia compliant element and 70 durometer neoprene for  
 the heel pad and the human FE model for footplate (FP), proximal tibia (PT),  
 upper tibia (UT), and mid-tibia (MT) forces.      384 
 
Figure 7.42. Weighted CORA scores for the comparison of the Mil-Lx model results  
 using 90 durometer polyurethane for the tibia compliant element and 70   
 durometer neoprene for the heel pad and the human FE model results for  
 footplate force (FPFZ), proximal tibia force (PTFZ), and footplate impulse   
 (FP Impulse).          385 
 
Figure 7.43. Injury probability calculated using the force-impulse injury risk  
 function and the results of the modified Mil-Lx and human FE models. An  
 asterisk denotes the sub-injurious conditions.      386 
 
Figure 7.44.Comparison of experimental Mil-Lx and PMHS corridors to the finite  
 element proximal tibia forces from the original, FE optimized, and discrete  
 optimized Mil-Lx models for the Drop Tower A test condition.   388 
 
Figure 7.45. Comparison of experimental Mil-Lx and PMHS corridors to the finite  
 element footplate (plantar) forces from the original, FE optimized, and  
 discrete optimized Mil-Lx models for the Drop Tower A test condition.  389 
 
Figure 7.46. Free body diagram of the Mil-Lx leg showing forces (F) and moments  
 (M) in the x-z plane for the plantar surface of the foot (plantar), upper tibia (UT),  
 and lower tibia (LT).         391 
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 to the tracks of a Via sled system. (Annals of biomedical engineering by  
 BIOMEDICAL ENGINEERING SOCIETY Reproduced with permission of  
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2 Introduction 
The use of improvised explosive devices (IEDs) in recent military conflicts has led to a 

number of severe injuries from underbody blast (UBB) of military vehicles, with 26 percent 

of warfighters wounded in these events suffering foot and ankle injuries and another 18 

percent sustaining tibia or fibula fractures.3 While many lower extremity injuries are not life-

threatening, these injuries pose problems for post-explosion evacuation in the case of UBB. 

In addition, lower extremity injuries have a high likelihood of long-term impairment, societal 

cost, and disability.50,144,152 MacKinzie et al. estimated that a severe lower extremity injury 

can cost over $110,000 in associated medical costs.128 Other research has shown that these 

injuries can cause ambulation issues, inability to drive, and inability to return to work even 

a year post-injury.153 Understanding the injury mechanisms and injury thresholds for the leg 

in UBB events is a critical step toward improving future military vehicle design and 

protecting the warfighter. 

Lower extremity injuries are also prominent in frontal collisions according to a study by 

the University of Virginia utilizing the National Automotive Sampling System (NASS) injury 

database.1 These events will be referred to as automotive intrusion (AI) and can involve axial 

loading of the leg, but on a longer time scale than UBB. Lower extremity injuries in these 

events accounted for 44.6 percent of frontal collision injuries for properly-belted, non-

ejected front seat occupants above the age of 16 from the years 1998-2010.58 Many of the 

types of lower extremity injuries sustained in UBB are also sustained in frontal collisions, 

with a majority of the injuries (AIS2+) occurring in the ankle/foot (46.8%), and fewer 

occurring in the tibia/fibula shaft (9.2%).58 
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Despite having similar injury patterns, frontal collisions and underbody blast events are 

currently analyzed using separate injury criteria and different anthropomorphic test device 

(ATD) legs. For AI events, the Hybrid-III ATD leg has been primarily used to predict the 

response of the human leg, though the Thor-Lx is slowly being adopted in its place. Previous 

research has shown that the stiff nature of the Hybrid-III yields peak tibia forces of over twice 

those measured in the human tibia for higher loading rates.114,135 Kuppa et al. established 

that for foot pan acceleration frequencies greater than 6.4 Hz, the Hybrid-III tibia force 

exceeds human tibia force, and can be as low as 77 percent of the human tibia force for 

frequencies as low as 2.5 Hz. Considering the high-frequency nature of UBB events, the 

Hybrid-III leg is incapable of providing an accurate estimate of human leg response for these 

events. Despite this fact, the Hybrid-III is the most widely-used ATD for the study of UBB 

within U.S. Military research groups.151 The Mil-Lx ATD leg, though less common than the 

Hybrid-III, is also used by NATO groups to study UBB. The biofidelity of this leg, specifically 

designed for the study of UBB and tuned to match a 7 m-s-1 impact, has not been sufficiently 

evaluated for the lower loading rates associated with automotive intrusion.135 The fact that 

the Mil-Lx has only been validated for a narrow range of loading conditions suggests that the 

results it produces for cases where personal protective equipment (PPE) or floor mats are 

present may be untrustworthy, since these may alter the loading rate applied to the foot. 

Injury criteria used for AI and UBB loading environments are also different. An injury risk 

function developed by McKay and Bir based on mid-tibia force is used to predict leg injury 

for underbody blast events using the Mil-Lx.135 This injury risk function predicts a 10% risk 

of Foot and Ankle Severity Score greater than four (AFIS 4+) for a Mil-Lx upper tibia force of 

2.6 kN.135,151 Several injury risk functions exist for the automotive environment. One injury 
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risk function developed by Yoganandan et al. which combined data from multiple PMHS test 

series, associates a 10% risk of an Abbreviated Injury Scale score greater than two (AIS 2+) 

with a Hybrid-III tibia force of 5.4 kN.231 Though each of these injury criteria are tied to a 

specific ATD, it is unclear whether the validity of the injury criteria extends beyond the 

biofidelity range of the ATD to which it is tied. 

The importance of understanding the leg’s response to the overlap of automotive 

intrusion and underbody blast environments is imperative to the accuracy of leg injury 

prediction. While the current separation may suffice for events that fall purely within one 

loading environment or the other, when injury mitigation schemes such as floor mats or 

personal protective equipment (PPE) interfere with the loading event, the validity of each of 

the separate injury criteria or ATDs may be compromised. Using an ATD leg for a condition 

for which its biofidelity has not been assessed may lead to inaccuracies in injury prediction, 

which in turn lead to ineffectiveness of vehicle safety design. The same is true for using an 

injury criterion for a loading environment for which it has not been validated, though in 

many cases the limitations of the applicability of existing leg injury criteria are not discussed 

or are ignored. 

The current segregation between automotive and military leg biomechanics research 

inhibits the ability to understand how response and injury changes over a continuum of 

loading conditions. Development of an injury criterion for axial impact loading of the leg 

which can bridge the gap between AI and UBB load rates could greatly improve the ability to 

design safety measures for both automotive and military vehicles. Further, the development 

of an ATD leg which can provide a biofidelic response across a wider range of loading 

conditions would reduce the need to choose between the use of an automotive or military 
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ATD for applications involving the use of PPE or energy mitigating floor materials. The 

following sections provide a review of leg injury literature and summarize the contributions 

and shortcomings of previous military and automotive research efforts in order to highlight 

the areas where additional attention should be focused. 

2.1 Anatomy of the Leg 

2.1.1 Bones 
The human foot and leg are composed of 28 bones including the long bones that make up 

the leg (tibia and fibula) and the bones of the foot and ankle. The foot can be divided into 

three regions: the hindfoot, midfoot, and forefoot.90  The forefoot contains the metatarsals, 

phalanges, and two sesamoid bones which are located inferior to the first metatarsal. The 

midfoot consists of five bones: the navicular; cuboid; and three cuneiforms. The hindfoot, 

which bears most of the load from the body while standing, is made up of the calcaneus and 

talus. The talocrural (also known as tibiotalar) joint connects the long bones of the leg to the 

foot, while the subtalar or talo-calcaneus joint links the calcaneus (heel bone) to the talus. 

The bones of the hindfoot and the two long bones are of particular focus to this dissertation 

because of their load-bearing nature. 
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Figure 2.1. Bones and anatomical regions of the foot and leg 

 
 The malleoli are extensions of the inferior tibia and fibula and make up part of the 

colloquial “ankle.” The medial malleolus is an extension of the distal tibia, and articulates 

with the talus. The lateral malleolus extends distally from the inferior tibiofibular joint 

comprised of the anterior and posterior ligaments of the lateral malleolus and the 

interosseous membrane of the leg.90 The articular surface of the distal tibia in the tibiotalar 

joint is known as the plafond or pilon, and is a weight-bearing surface for the tibia. 

 Specific anatomical regions of the foot and leg which are mentioned later in the 

dissertation are depicted in Figure 2.1 as well. The anterior tibia margin refers to the ridge 

that runs along the length of the anterior aspect of the tibia shaft. The tibial tuberosity is also 

located on the anterior portion of the tibia and is the location of the patellar ligament 

attachment. The tibial plateau refers to the superior portion of the tibia which articulates 
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with the femur, while the intercondylar eminence separates the medial and lateral condyles 

of the tibia. The pilon is the distal portion of the tibia, which articulates with the talus. 

2.1.2 Ankle Motion 
 The ankle joint is free to rotate about three axes. As shown in Figure 2.2, rotation about 

the positive and negative x-axis is referred to as inversion and eversion, respectively. The 

term xversion is often used to describe the general rotation about the x-axis in either 

direction. Internal and external rotations refer to rotation about the axis running parallel 

with the tibia. Rotating the toes medially is designated as internal rotation, while moving the 

toes laterally is external rotation. Dorsiflexion and plantar flexion refer to y-axis rotation, 

where decreasing the angle between the dorsal surface of the foot and the tibia is 

dorsiflexion.  

 

 

Figure 2.2. Ankle joint motion. Note that the coordinate system aligns with 
the SAE J211 coordinate system100 with the exception of the polarity of the 
y- and z-axes. (Accidental Injury by Springer New York. Reproduced with 
permission of Springer New York in the format Thesis/Dissertation via 
Copyright Clearance Center. )189 
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 Though the image in Figure 2.2 implies orthogonality between the rotation axes, a study 

by Inman et al. concluded that ankle motion does not strictly occur in one plane, but 

combines rotation about multiple axes.98,99 Various studies have investigated the relative 

displacements of bones in the ankle joint as a result of ankle motion and its effect on 

talocrural joint contact area.34,46,69,107,117,164 A study by Siegler et al. quantified the 

contribution of the talocrural and subtalar joints to the overall rotation of the ankle along 

different axes. This study showed that the subtalar joint contributes most during xversion 

and the talocrural joint contributes most during flexion. Internal and external rotation 

involved equal contributions from the two joints.195 

 Ankle range of motion has been quantified using both cadaveric and volunteer 

testing.29,99,126,223 Using human volunteer testing, Lindsjo et al. found the range of ankle 

flexion to be greater when the ankle is weight-bearing; the maximum amount of dorsiflexion 

was found to be 32.5±6.9 degrees and 44.7±7.6 degrees for plantar flexion.126 Inversion and 

eversion maximum angles were found to be around 50 degrees.126 

2.1.3 Muscles, Tendons, and Ligaments 
 Muscles of interest for this dissertation include the gastrocnemius and soleus. Both 

muscles are located posterior to the tibia and fibula and insert into the posterior calcaneus 

via the Achilles tendon. Contraction of these muscles increases the plantar flexion of the 

ankle. The flexor hallucis longus and the flexor digitorum longus perform the function of 

plantar-flexing the ankle. These muscles originate on the fibula and tibia and insert into the 

inferior surface of the distal phalanx and phalanges, respectively.90 Additional muscles 

including the fibularis tertius and tibialis anterior also contribute to dorsiflexion of the foot. 

Eversion of the foot is controlled by the fibularis longus, fibularis brevis and fibularis tertius. 
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Inversion of the foot is controlled by the tibialis posterior, flexor hallucis longus, flexor 

digitorum longus, and tibialis anterior. A summary of the motions controlled by different 

muscles of the foot and leg is provided in Table 2.1. Figure 2.3 provides a diagram of the leg 

with muscles identified. 

 

Table 2.1. Summary of the motions of the foot controlled by muscles of the foot 
and leg. An X denotes that the listed muscle contributes to the indicated motion 
of the ankle joint. 

Muscle Eversion Inversion Plantar 
Flexion 

Dorsiflexion 

Gastrocnemius   X  
Plantaris   X  
Soleus   X  
Flexor hallucis 
longus 

 X X  

Flexor digitorum 
longus 

 X X  

Tibialis posterior  X X  
Fibularis longus X  X  
Fibularis brevis X  X  
Tibialis anterior  X  X 
Extensor halluces 
longus 

   X 

Extensor 
digitorum longus 

   X 

Fibularis tertius X   X 
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Figure 2.3. Diagram of the muscles of the foot and leg, showing an anterior view (left) and 
superficial and deep posterior views (middle and right, respectively).  (Image courtesy of 
Creative Commons) 

 
 Ligaments are fibrous tissue that that join bones and cartilage. Ligaments of the ankle 

include the deltoid and calcaneonavicular ligaments on the medial side of the ankle, while 

the lateral side includes the lateral talocalcaneal, posterior talofibular, calcaneal fibular, 

anterior talofibular, and five inferior talofibular ligaments. 90 Tendons are also fibrous 

structures, but instead they connect muscles to bones. Tendons of the foot and ankle are 

largely named for the muscles to which they attach, though exceptions exist. The Achilles 

tendon attaches the posterior aspect of the calcaneus to the soleus, gastrocnemius, and 

plantaris muscles.90 This tendons is important to note because of its use in biomechanics 

experiments to simulate the muscle tension involved during driver braking.73,108 
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2.2 Loading Environment and Leg Injury  

2.2.1 Automotive Intrusion 
 Automotive intrusion (AI) refers to the resulting floor pan deformation generally caused 

by a frontal collision. Of the different types of automobile crashes, frontal collisions are 

responsible for a majority of lower limb injuries.56 Contact with the floor pan, pedals, knee 

bolster, or steering wheel deliver loads to the leg, foot, and ankle in these events.144 Lower 

limb injury has been shown to occur with and without floor pan intrusion in these events. 

 These events have been shown to involve 40-250 g of longitudinal floor pan acceleration 

with durations of 10-50 ms.54,70 Relative velocities are typically less than 5 m-s-1, and floor 

pan displacement can exceed 350 mm.55 Kuppa et al. examined crash test pulses from frontal 

intrusion events and measured up to 27 cm of brake pedal motion relative to the vehicle 

(Figure 2.4).115 While these events have the potential to produce large deformations in the 

foot pan, a study by Crandall et al. estimated that 90 percent of frontal collisions result in less 

than 3 cm of intrusion, but accounted for 61 percent of the lower limb injuries in the data 

set.55 
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Figure 2.4. Example brake pedal pulses from frontal collision events. Acceleration and 
velocity plots are provided for the acceleration measured for the brake pedal and vehicle 
during a frontal collision. Figures were produced based on data from Kuppa et al.115 

 
 A report from the National Highway Traffic and Safety Administration summarized lower 

leg injuries from automotive intrusion events from frontal crashes from the NASS-CDS 1997-

2009 database and attributed 68 percent of MAIS2+ injuries to loading from the floor pan, 

while brake pedal loading accounted for another 25.2 percent.8 A more recent case study by 

Ye et al. concluded that despite efforts to reduce toe pan intrusion in automobiles, axial 

loading continues to be the leading cause of lower extremity injuries in frontal collisions, 

accounting for 43 percent of foot and ankle injuries. This finding is in agreement with a 

previous study by Dischinger et al. in 2005.61,227 Ye et al. also reported the distribution of 

fractures in in the leg for the frontal collision case study, which showed that hindfoot 

fractures were the most prevalent, accounting for 48 percent of foot and leg fractures (Figure 

2.5). 
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Figure 2.5. Distribution of foot and leg fractures produced from 
data compiled by Ye et al. for frontal collision events. Note that 
the pattern-filled area distinguishes the hindfoot fractures from 
the rest.227 

 

2.2.2 Military Underbody Blast 
 Underbody blast (UBB) occurs when an explosive device detonates beneath a vehicle. 

These events are assumed to deliver a vertical load to the vehicle and subsequent vertical 

loading to the occupants through the floor and seat of the vehicle. The loading environment 

associated with UBB includes a vast array of loading rates due to differences in vehicle type, 

charge type, and charge size. The loads experienced by the occupant can be affected by the 

mass of the vehicle, structure of the vehicle, presence of floor mats or seat padding, and 

whether breach of the vehicle occurs. Contact with other structures within the passenger 

compartment may also affect the likelihood and type of injury. 

 Underbody blast events can be characterized as high energy events in which 

accelerations are high and durations are short.177 Though much of the work performed to 

summarize the loading environment of UBB for U.S. military vehicles is classified, some 

studies have attempted to define the environment in terms of velocity and time-to-peak.111 
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Wang et al. defined the UBB environment as including floor accelerations in excess of 100 g 

over time spans of 3-100 ms, while others reported floor velocities of 7-30 m-s-1 with times 

to peak of less than 10 ms.177,219 Controlled live-fire testing performed by the U.S. Army Tank 

Automotive Research Development and Engineering Center (TARDEC) produced floor and 

seat accelerations like those pictured in Figure 2.6. These pulses show that the local effects 

of floor deformation amount to about 30 mm of displacement for the floor pan and 75 mm 

for the seat. According to a North Atlantic Treaty Organization report, peak forces in the 

lower extremities occur around 15-25 ms after detonation, which represents the “local 

effects” of UBB such as floor deformation, rather than the “global” vertical translation of the 

vehicle.236 
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Figure 2.6. Example UBB loading conditions for the seat and floor pan from live fire testing. 
Acceleration and velocity traces are provided for live-fire simulated UBB events. (Annals 
of biomedical engineering by BIOMEDICAL ENGINEERING SOCIETY Reproduced with 
permission of SPRINGER NEW YORK LLC in the format Thesis/Dissertation via Copyright 
Clearance Center.).9,26,190 

  
 Though blast injury has been a focus of military injuries for centuries, UBB has only 

recently become a prominent research topic in biomechanics in the past twenty years due to 

changes in modern warfare tactics.47,177 Improvements to military vehicle design have led to 

the survivability of these events such that the emphasis lies on the prevention of injury 

rather than survivability. Underbody blast is primarily associated with tertiary blast, which 

typically involves blunt or crushing loads due to objects propelled by the blast wave or 

structural damage to building or vehicles, though secondary blast is sometimes associated 
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with UBB. Secondary blast is likely to occur in the case where the passenger compartment of 

the vehicle is breached by the blast, and shrapnel and other debris cause penetrating 

injuries.41 Few injuries due to primary blast are observed in UBB events since the blast wave 

encounters the structure of the vehicle first.  

 A summary of injuries from underbody blast loading was presented by Alvarez in 2011. 

This briefing described lower extremity injuries including calcaneus, talus, metatarsal, and 

navicular fractures and even partial and full amputations of the foot and leg in more severe 

cases.3 When summarizing the injuries from soldiers wounded in UBB events, 26 percent 

sustained foot/ankle injury, while 18 percent sustained tibia/fibula injury (Figure 2.7). A 

more detailed look at lower extremity injuries revealed that the calcaneus was the most 

commonly injured bone in the foot, accounting for 36 percent of fractures (Figure 2.8). 

Fracture of the metatarsals and talus were the next most common injuries, though the 

percentage associated with metatarsal injury may be artificially inflated due to the number 

of bones (and possible codes) associated with the metatarsals. In total, 45 percent of lower 

extremity fractures occurred in either the calcaneus, talus, or distal tibia, whereas only 18 

percent were malleoli fractures, which are associated with non-axial loading vectors and 

ankle rotations. Only two percent of lower extremity fractures were tibia plateau fractures.4 
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Figure 2.7. Distribution of injuries for warfighters wounded in 
UBB events. Percentages are based on the percentage of 456 
wounded soldiers with a particular injury.3 

 
 

 

Figure 2.8. Distribution of foot/ankle injuries for warfighters wounded in UBB events. The 
figure shows percentages calculated based on total number of foot/ankle injuries reported 
from a study including 456 wounded soldiers.3 
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 Ramasamy et al. performed an in-depth analysis of the injuries from recent conflicts in 

the Middle East from 2006-2008, which showed a concentration of lower extremity fractures 

for events involving UBB compared to other causes of injury. Of the 63 casualties included in 

the study, 89 percent of the cases resulted in severe lower extremity injuries. Thirty-five 

percent of casualties sustained only lower extremity injuries. Though the distribution of 

injuries reported in this study are slightly different from the distribution presented by 

Alvarez et al., in that a greater percentage of casualties sustained head/neck and femur 

injuries in the Ramasamy study, the prevalence of lower extremity injury is consistent.4,178  

 In addition to the long-term effects associated with automotive intrusion lower extremity 

injuries, the warfighter is faced with more immediate risk factors related to these injuries. 

Without the convenience of being rushed to the nearest hospital following an automobile 

crash, the threat of further danger remains a concern because of the decreased mobility 

caused by these injuries. The ability to move to a safer location without aid is valuable when 

faced with the hazards of an active warzone. Moreover, the risk of infection is elevated for 

UBB. A study by Ramasamy et al. reported 38 percent of calcaneus fractures caused by UBB 

resulted in wound infection, whereas the rate of post-operation wound infection for the 

general population following calcaneus fracture is less than 27 percent.175,233 

 The types of injuries to the lower extremities from UBB are similar to those associated 

with historical “deck slap” scenarios which occurred aboard ships subjected to underwater 

explosions.176 Injuries from these events involved fractures of the calcaneus and distal tibia 

characteristic of loading through the plantar surface of the foot.28,48 A clinical study by Barr 

et al. which summarized deck slap injuries from World War II revealed that 36 percent of 

those included in the study sustained foot/ankle fractures which included calcaneus, talus, 
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and distal tibia fractures, while 25 percent sustained fractures located at the knee.19 Balazs 

et al. attributes the similarity of these injuries to the vertical loading vector common to both 

“deck slap” and UBB events as a result of floor pan buckling.16 

2.3 Injury Mechanisms 

2.3.1 Axial Loading 
The fractures that commonly result from UBB and AI are primarily associated with axial 

loading. This loading is a result of floor intrusion in both AI and UBB events and can involve 

inertial loading, entrapment, excessive motion of the joints, subsequent contact with other 

structures within the occupant compartment, and contributions from internal muscle 

forces.54,71,73 Though the loading of the lower extremities in UBB and AI events is assumed to 

be primarily axial, other factors specific to individual events may introduce alterative load 

vectors, which in turn can lead to alternative injury mechanisms. 

Calcaneus, talus, and distal tibia (pilon) fractures are commonly associated with axial 

loading of the foot and ankle.71 Comminution and associated fractures of the talus, distal tibia, 

proximal tibia and malleoli are more common in specimens with low bone mineral density,73 

and the calcaneus is less likely to be fractured when axial loading is combined with shear 

loading and ankle rotation since this type of loading predisposes the leg to malleolar 

fractures.71 Funk et al. also concluded that distal tibia fractures occur more frequently while 

calcaneus and malleolar fractures occur less frequently when the axial loading is applied to 

a dorsiflexed ankle.71   

 Forces applied to the calcaneus via the Achilles tendon, which causes dorsiflexion of the 

ankle, may also contribute to the pattern of injury. Funk et al. hypothesized that Achilles 

tension can increase the axial force in the tibia without affecting the compressive force on 
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the calcaneus and talus which are more common in axial loading events. This leads to an 

increased likelihood of tibial pilon fractures relative to the case where Achilles tension is not 

applied.73 

Various studies have been performed to characterize the tolerance of the leg in axial 

loading. Table 2.2 provides a summary of previous PMHS studies which applied axial loading 

to the leg, showing the range of input conditions, boundary conditions, and resulting forces 

reported by each study. As noted in the table, forces were measured at different locations on 

the foot/leg, which makes comparing data sets difficult. 

Table 2.2. Summary of previous axial leg impact tests 

Study 
Boundary 
Condition 

Hammer 
Mass 
(kg) 

Plate 
Velocity 

(m/s) 

Max 
Energy 

(J) 

Max Force 
(kN) 

Plate 
Acceleration 

(g) 
Roberts 1993181 Knee fixed+ NR 4.1-7.5 NR 2.4-16.0F 65-99 
Schueler 1995191 Whole body 38 12.5 860-3000 16.0 F 40-210 
Begeman 199625 Potted mid-tibia 16 NR NR 4.0-8.7 P NR 
Crandall 199653 Seated position+ 15.5 6.5 330 0.8-3.7M NR 

Yoganandan 1996231 Ballasted to 16.8kg 25 7.6 37-580 4.3-11.4 F,P 20-100 
Klopp 1997109 Potted femur+ 15.5 1.4-5.5 15-220 1.6-10.8 F,M 20-290 

Kitagawa 1998108 Fixed prox. tibia 18 3.99 50-140 7.0-9.0 F,M NR 
Manning 1998130 Fixed prox. tibia+ 1.25 2.0-6.0 3.5-23 1.8-3.1M 120-210 

McMaster 2000138 Fixed prox. Tibia+ NR NR NR 2.7-10.7M,P NR 
Funk 200075 Potted femur+ 33 4.3-9.5 300-1500 4.4-10.9F,M 300-970 
Funk 200273 Knee fixed 13.6-29.4 1.4-8.4 240-830 1.7-10.8 F,M,P 42-370 
Bass 200420 Free end N/A NR NR >8.6 M 25-200 

McKay 2009135 Potted femur 36.7 7.2-11.8 940-2500 4.0-6.0 M NR 
Quenneville 2009171 Free end* 3.9 13.9 110 15.0 P NR 

Newell 2012147 Potted femur 42 9.0 1700 n/a NR 
Henderson 201394 Prox. tibia potted 38.5, 61.2 4.4-7.2 320-1600 2.6-10.9 P 180-790 

Gallenberger 201382 Ballasted to 16.8kg+ 3.3-12.3 2.0-9.1 6.7-240 1.4-8.1 P NR 
F Force measured at footplate 

M Force measured at mid-tibia 
P Force measured at proximal tibia 

* Tibia only 
+Includes dorsi/plantar flexion tests 
NR=not reported 

 
 A study by Roberts et al. (1993) focused on the differences between static and dynamic 

axial loading tolerances of the human foot and ankle. This study utilized 12 pairs of PMHS 

limbs, with one limb from each pair tested in each of the two loading conditions: static or 

dynamic. Each limb was sectioned at mid-femur, and placed in the test fixture such that the 
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leg was flexed and the anterior part of the distal thigh was placed against a fixed boundary. 

The plantar surface of the foot was placed against the footplate with an ankle dorsiflexion of 

20 degrees. Quasi-static compression loads were applied until the force dropped to 50% of 

the peak force, indicating failure; dynamic tests were performed under constant velocity 

conditions ranging from 3.2-3.6 m-s-1. Forces measured at the footplate indicated 

significantly higher force tolerances under dynamic loads compared to static loads. Injuries 

included calcaneus, talus, and tibia fractures, with most calcaneus and talus fractures 

occurring under static loads, and a majority of the static loads causing malleolar fractures 

indicative of the occurrence of ankle rotation.181 

 Schueler et al. (1995) performed another study aimed at estimating the tolerance of the 

leg, foot, and ankle, with a focus on injuries caused by frontal collisions. For this test series, 

24 impact tests were performed using 12 whole body PMHS. Specimens were seated such 

that the legs were suspended parallel to a pendulum impactor, which impacted the plantar 

surface of the foot. Heel and forefoot forces were measured using load cells incorporated into 

a special shoe. Impact velocities ranged from 6.7-12.5 m-s-1, and injuries resulting from the 

study included 10 calcaneus fractures, two talus fractures, and one knee joint fracture. 

Hybrid-III tests were performed under the same loading conditions, and the major 

conclusion of the study was that measurements in the Hybrid-III ATD are insufficient for 

predicting PMHS injury under these conditions. 

 Begeman et al. investigated injuries due to axial impact loading using a pneumatic 

impactor to impact the plantar surface of the foot of 20 component PMHS legs at velocities 

of 3.0-8.1 m-s-1.23 The positioning of the impactor was chosen so as to induce dorsiflexion at 

dynamic rates during the impact to investigate the causation of malleolar fractures in the leg 
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during axial loading. Injuries produced by this test series included avulsion fractures of the 

tibia and fibula, malleolar fractures, and torn ligaments. Injured specimens were found to 

have experienced greater than 45 degrees of dorsiflexion during the test. 

 Crandall et al. performed tests specifically aimed at simulating the toe pan intrusion 

associated with frontal collision. Twelve PMHS tests were performed using a test sled which 

included pistons which were used to displace the toe pan. Load cells were incorporated into 

the toe pan and load cells were implanted at the mid-shaft of the tibia. Three test conditions 

varying toe pan intrusion were used with a target vehicle velocity of 50-60 km-h-1. Findings 

of the study indicated that intrusion alone was not enough to predict fracture.53 

 

 

Figure 2.9 Pendulum impactor test rig used by Klopp et al., which 
includes a mechanism for generating muscle tension during 
impact (Image reproduced with permission from Taylor and 
Francis).109 

  
 Yoganandan et al. performed 26 additional PMHS component leg impact tests and 

combined the data with that of Roberts et al. and Begeman et al. to produce and injury risk 
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function for the foot and ankle complex.24,181,231 For these tests, the proximal tibia and fibula 

were potted, and then placed on a sled which allowed translation of the leg in the direction 

of impact. The foot/ankle was positioned such that the plantar surface of the foot was 

vertical, and a pendulum with a padded impact surface was used impact it. Force was 

measured at both the impact surface and proximal tibia. Injuries from this test series were 

not specifically outlined, but fracture forces were reported as ranging from 6.9-8.7 kN.231 

 Fifty PMHS leg tests were performed by Klopp et al. using a pendulum impactor to deliver 

energy to the toe pan structure of the test fixture.109 Footplate forces, tibia forces, and 

specimen and footplate accelerations were collected for each test. Position of the foot was 

varied to study the effects of inversion, eversion, plantar flexion, and dorsiflexion on fracture 

force. Injuries included a mixture of malleolar, talus, tibia pilon, and calcaneus fractures.109 

 Kitagawa et al. (1998)108 used eight pairs of PMHS lower legs to conduct axial impact 

tests using a pendulum impactor. These tests applied 2 kN of tension to the Achilles tendon 

during the impact to simulate the muscle tension induced by pressing on the brake pedal. 

Each specimen was sectioned at the shaft of the tibia and fibula (300 mm from section cut to 

plantar surface of the foot) and potted. Impact velocities ranged from 2.91 to 3.99 m-s-1, and 

forces were measured at the impact plate and at the potted end of the tibia. Fractures 

induced by the impacts included ten calcaneus, five tibia pilon, one medial malleolus, and 

two talus fractures. Pilon fractures were found to occur in cases where calcaneus fracture 

did not occur. Subsequent finite element modeling suggested that the application of a 

preload and Achilles tension was likely to increase the likelihood of tibia fractures under 

axial impact loading.108 
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 Manning et al. (1998) performed low energy PMHS foot impact tests for producing 

biofidelity corridors for the leg. Heel and forefoot (toe) impacts were performed using a 

pendulum. Average peak impact acceleration was 130 g for impact velocities of 4 m-s-1 for 

the heel impact condition. Toe impact tests were performed at 4 and 6 m-s-1, and additional 

tests were performed with initial ankle eversion and inversion. Forces were measured using 

an implanted tibia load cell, and corridors were developed for each of the test conditions.130 

 McMaster et al. (2000) studied the results of 23 potted PHMS legs exposed to axial impact 

loading at different locations on the foot. Force was measured at the impactor and at the 

potted proximal tibia. Tension was applied to the Achilles tendon in order to simulate the 

plantarflexion that occurs during braking. Three impact locations were used: along the tibia 

axis, centered at the anterior tibial margin, and 2.5 cm anterior to the anterior tibial margin. 

Fractures included those typical of axial loading, which included calcaneus, talus, malleolus, 

and pilon fractures. The highest fracture forces occurred for the tests performed with the 

impactor position in line with the axis of the tibia (8.6 kN at the impactor), while lower 

fracture forces were measured for the other two locations (4.9 and 4.5 kN), though more 

tension was applied to the Achilles tendon in these tests. Malleolar fractures were found to 

have the lowest fracture forces, which may be indicative of the presence of shear forces 

which are often associated with these injuries. Pilon fractures were more common when 

greater Achilles tension was applied. Another significant conclusion from this work was that 

fracture patterns were found to be influenced by the bone mineral density of individual 

bones in the foot and ankle.138 

 Funk et al. (2002) focused on the effect of Achilles tension on fracture location in the 

ankle. A linear impactor was used to impact two PMHS test groups: one which had no tension 
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applied to the Achilles tendon, and a second which applied tension that simulated pressing 

the brake pedal. Results showed that the tests with Achilles tension were more likely to have 

a pilon fracture because of the effect of adding force to the tibia without adding force to the 

calcaneus or talus. An injury risk function which incorporated Achilles tension, tibia force, 

age, sex, and mass was developed for the data set and will be discussed in a later section.70  

 

 

Figure 2.10 Test fixture used by Funk et al., which utilized a pneumatic linear 
impactor to deliver axial impacts to the foot. (motion (Accidental Injury by 
Springer New York. Reproduced with permission of Springer New York in the 
format Thesis/Dissertation via Copyright Clearance Center.)73  

 
 McKay and Bir (2009) focused on simulating underbody blast loading to the legs using 

18 component PMHS legs sectioned at the mid-femur. A linear impactor was used to impact 

a floorplate on which the foot was resting. The femur was potted and attached to the Hybrid-

III pelvis to simulate the proximal boundary condition of the thigh. Load cells were implanted 

into the tibia shaft to measure forces in the leg. Strain gages were used for estimating time 

of fracture. The legs were tested at three different conditions with impact velocities 
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averaging 7.2, 9.9, and 11.6 m-s-1. Fracture occurred in 12 of the 18 tests, with all legs tested 

at the lowest impact velocity remaining uninjured. Fractures included calcaneus, talus, 

malleolus, and distal tibia fractures. Various tibia and fibula fractures occurred, however 

these fractures are suspected to be artefactual because of their location near the implanted 

load cell. Injury risk functions based on force and velocity were developed, with 50% 

probability of injury occurring for 6.4 kN and 10.8 m-s-1.135 

 Quenneville et al. performed axial impact tests on 7 pairs of denuded PMHS tibias with 

the goal of investigating the effect of short duration loads of less than 10 ms. The proximal 

end of the tibia was potted, and the distal end of the tibia was interfaced with a polyurethane 

talus attached to a load cell and the impact plate. Projectiles of 3.9 and 6.8 kg were used to 

impact the tibia at velocities ranging from 5.1-12.4 m-s-1 where kinetic energy was the 

controlled input to the system. An injury risk function based on force was developed and 7.9 

kN was found to correspond to 10% risk of injury, which was greater than the previous 

standard of 5.4 kN for 10% risk of injury for the whole leg.172 Though these results provide 

information about the strength of the tibia at these load rates, it is important to consider the 

strength of the leg as a system, since other bones in the foot and ankle may be more 

susceptible to fracture due to stress concentrations and other factors such as material 

properties of individual bones. Further, the effect of de-fleshing the tibia must be 

investigated in more detail, particularly when considering the forces associated with the 

overall strength of the leg.  

 Gallenberger et al. (2013) focused on the effects of dorsiflexion and kinetic energy on the 

risk of foot/ankle injury. This study performed 60 impact tests using a pendulum to impact 

the plantar surface of the foot of 15 PMHS legs.82 Leg position was such that the foot was 
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impacted by a pendulum plate at either a neutral ankle position (nominally 90 degrees from 

tibia axis to plantar surface of the foot) or at 20 degrees of dorsiflexion. Conclusions from 

this study indicated that fracture forces were approximately 1.1 kN higher for the 

dorsiflexion tests.82 

 

 

Figure 2.11. Box plot of force rate for axial loading studies from the literature. Force 
measurement location is distinguished by color and a schematic is provided for further 
reference. Note that these tests used different proximal boundary conditions as well. 

   
 The loading rates for many of these test series are summarized in Figure 2.11 to show 

the overlap in force rates for the studies and the differences as measured at different 

location. Force rates were calculated using the slope between 20- and 80-percent of the peak 

force. Forces measured at different locations are indicated by different colors. The highest 

loading rate was observed in the McKay and Bir study, while the lowest load rate was part of 

the Yoganandan et al. data set.135,231 Despite the fact that the literature has explored the leg’s 
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response to axial loading for a wide range of load rates, additional experimentation is 

necessary to understand the force tolerance of the leg for this spectrum of load rates. Since 

forces were measured in different locations and different boundary conditions were used for 

the individual test series, it is difficult to determine whether the fractures that occurred in 

each test series are associated with a single force threshold or whether load rate or duration 

affects force at fracture. 

2.3.2 Bending 
 It is important to note the contribution of bending to leg injury, whether anterior-

posterior (AP) or medial-lateral (ML). Previous studies have shown that bending or 

application of moments to the tibia/fibula can affect both the injury pattern in the leg as well 

as the leg’s injury thresholds when combined with axial loading.71,221 The Tibia Index is based 

on the assumption that the tibia can be treated as a column under combined compression 

and bending loads, and uses the moments measured in the tibia to adjust the probability of 

injury.139,222 Bending moments can be created not only by a second loading vector, but also 

by position of the leg. Alignment of the SAE-z axis of the tibia relative to the loading vector 

can cause an increase in the bending moment, which leads to an increase in tibia fracture 

risk for a given axial force. Further, the innate curvature of the tibia leads to inherent bending 

moments along the length of the tibia. These are important factors to consider when 

developing an injury criterion for the leg exposed to axial loading. 

2.3.3 Ankle Flexion 
Injuries caused by flexion of the ankle joint have included both ligamentous and bony 

failure. Static and dynamic PMHS testing has been performed to establish angles of flexion 

required to cause injury.25,163,168,168 Begeman et al. estimated a maximum dorsiflexion angle 
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of 45 degrees for dynamic loads applied to the forefoot, while Portier et al. found that the 

maximum dorsiflexion angle was 30 degrees for dynamic loading of the forefoot, with an 

average moment to failure of 60 Nm.25,168 Quasi-static PMHS tests estimated higher 

dorsiflexion angle to failure with lower failure moments. Petit et al. found an average failure 

angle of 49±11 degrees and a moment of 47±17 Nm, while Parenteau later measured 44±11 

degrees and 33±17 Nm.163,166  A later study by Rudd et al. performed additional dynamic 

dorsiflexion PMHS tests to validate the injury risk function developed by Kuppa et al.116,182 

The most common injury from this study was fracture of the medial malleolus, which 

involved avulsion of the deltoid ligament. A 25 percent risk of injury was estimated for 42 

degrees of dorsiflexion and 59 N-m, which agreed reasonably with previous test data.182  

Variation of ankle position combined with axial loading can lead to alternative injury 

patterns for foot and leg. Flexion of the ankle from a neutral position (where the axis of the 

tibia is nominally 90 degrees to the floor surface) causes bending moments in the tibia and 

fibula as mentioned in the previous section, and changes relative the position of bones in the 

ankle. Axial impact testing of the dorsiflexed and plantar flexed foot-ankle complex has been 

performed  in multiple studies.25,55,109,168,181 Gallenberger et al. showed a 1.1 kN decrease in 

the force associated with 50 percent probability of injury for 20-degree dorsiflexed ankles 

compared to neutrally positioned ankles.82 Klopp et al. concluded that dorsiflexion of the 

ankle increases the amount of compressive force required to produce fracture in the foot and 

ankle by increasing the contact area within the subtalar joint.34,109 A more recent study which 

combined data from various axial impact tests from the literature showed that dorsiflexion 

had a similar effect of increasing the force associated with 50 percent risk of injury by 

approximately 1.18 kN for a 45 year old male with an initial 10 degrees of dorsiflexion.12 
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Plantar flexion was shown to have the opposite effect, and lowered the axial force required 

to cause fracture.  

These trends are supported by the work of Calhoun et al., which revealed that plantar 

flexion and dorsiflexion change the amount of tibio-talar joint articulation, with plantar 

flexion decreasing contact area.35,117 This change in contact area helps explain the positive 

relationship between force at fracture and dorsiflexion angle suggested by previous injury 

risk analyses.12,82,109 Other literature has demonstrated that ankle flexion angles greater than 

10 degrees can contribute to alternative injury mechanisms due to shear and bending.35,72,109 

2.3.4 Ankle Xversion 
Medial-lateral bending is introduced to the leg when the ankle is inverted or everted 

(xversion). Tolerances for ankle range of motion and moment in inversion and eversion have 

been estimated both statically and dynamically by Parenteau et al. and Petit et al., however, 

few tests exist in combination with axial loading.163,166 Jaffredo et al., Funk et al., and Klopp 

et al. analyzed the effects of ankle xversion.71,101,109 Ligamentous injuries such as tears of the 

lateral ligamentous complex and anterior talo-fibular ligament have been associated with 

inversion of the ankle and eversion has produced deltoid ligament injury.71 Bony fractures 

associated with xversion combined with axial loads have largely included malleolar 

fractures, though a smaller number of these fractures have occurred with pure eversion or 

inversion.71,163,166 

Inversion and eversion are widely accepted as an injury mechanism for malleolar 

fractures, though Madeley et al. deduced that inversion and eversion combined with axial 

loads and sometimes extreme dorsiflexion can cause these fractures.129 Though malleolar 

fractures have been caused by axial loading PMHS studies, these fractures often occurred 
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when excessive joint motion occurred when floor displacements are large and ankle joint 

motion was unconstrained.181   

 Shin and Untariou developed a model for estimating fracture force for the ankle under 

combined loading involving axial loading,  ankle xversion, and ankle flexion.193 This study 

resulted in an injury surface equation to demonstrate the effect of ankle position on the axial 

force necessary to cause fracture based on finite element model simulations. Results 

indicated that extreme ankle positions (non-neutral) reduce the axial force necessary to 

produce fracture in the leg, with maximum force at fracture occurring for zero degrees of 

xversion and approximately 20 degrees of dorsiflexion.193 

2.3.5 High Rate Injury Mechanisms  
 The mechanisms by which the body fails under primary blast loading are largely still a 

mystery. Since these phenomena typically involve direct contact with a shock wave, the focus 

of this dissertation is limited to the loading induced by the response of the vehicle to these 

loads. The previously outlined injury mechanisms have involved mainly inertial based 

loading and application of loads at low frequencies. When shifting attention to military 

injuries, additional injury mechanisms come into play as a result of blast loading. 

 Primary blast involves direct contact with a shock wave, which can be idealized as a 

Friedlander waveform (Figure 2.12), which consists of an instantaneous rise in pressure, 

followed by an exponential decay of that pressure, and ends with a negative pressure phase. 

When a shock wave encounters an object, the sharp rise in pressure loads the object at a rate 

faster than the pressure wave can travel through the material. Injury mechanisms associated 

with primary blast are dictated by how the tissues of the body respond to this loading.198 
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Figure 2.12. Blast (shock) wave profile based on a Friedlander 
waveform, which consists of an instantaneous rise in positive 
pressure, followed by an exponential decay of pressure which 
ends in a negative pressure phase. 

 

 Brisance, a term used to describe the ability of a blast wave to shatter materials, is 

believed to occur 0.2 to 2 ms after detonation.174 Brisance occurs when a shock wave 

encounters and object and the energy is converted into an acoustic wave, which travels 

through the material at a velocity related to material properties (speed of sound in that 

material). The energy of the shock wave continues to interact with the surface of the object 

until it dissipates enough to travel at the speed of sound in the object’s material, which often 

leads to extensive damage at this interface.198 Though this injury mechanism is typically 

associated with direct contact with the blast wave as is the case for anti-personnel landmine 

detonation, the timing associated with this injury mechanism is important for inferring the 

limits of inertial-based axial loading injury mechanisms and blast injury mechanisms for the 

leg. 
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 Spalling, a term typically used in reference to the failure of concrete due to blast loading, 

may also be considered as an injury mechanism. Spalling and brisance are used 

interchangeably in the literature, though the term brisance generally refers to the ability to 

shatter a material.33,83 Spalling occurs mainly for materials which have high compressive 

strength, which allow a blast wave to travel through the material without exceeding fracture 

threshold. However, once the blast wave reaches a free surface of the material or a region of 

impedance mismatch, the acoustic wave is reflected. The reflected wave interacts with the 

impending blast wave to create a “mechanical interlocking” phenomena in the material.125 

Concrete, notorious for its high compressive strength and low tensile strength fails under 

this mode, which often results in fragmentation (brisance) of the concrete at the free surface 

and under tension.125 Spalling has also been hypothesized as an injury mechanism in the 

body due to impedance mismatch between different tissues for an injury referred to as “blast 

lung.”161,173 

 Implosion is another mechanism of injury associated with primary blast. This injury 

mechanism typically refers to the behavior of a material when the blast wave encounters soft 

tissue with pockets of air. When the shock wave encounters these hollow pockets in organs, 

the air in the pocket contracts and then expands, which can cause organ damage known as 

implosion.122 Though implosion is mentioned as a blast injury mechanism, it has not been 

associated with UBB or lower extremity injury. 

2.4 Injury Risk Functions 

2.4.1 Injury Definition and Censoring 
One of the first steps in development of injury risk functions is determination of the 

definition of injury. In many cases, the Abbreviated Injury Scale (AIS) is used to define the 
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division between “injury” and “no injury” or between different severities of injuries.86,100 

Some applications for injury risk curves, may dictate division between long-term and short-

term injuries, or for military purposes distinction between injuries which prevent 

warfighters from escaping further threats after an initial injury as in the case of UBB or anti-

personnel landmines. Functional Capacity Index (FCI) and the Injury Impairment Scale (IIS) 

attempt to perform this role for civilian applications by providing an estimate of an injury’s 

impairment,128 but unfortunately no military-based immediate functional capacity scale 

exists. 

The Foot and Ankle Severity Scale (FASS) or Ankle and Foot Injury Scale (AFIS) has been 

utilized in some research to classify injuries according to their severity, particularly for cases 

where multiple injuries exist.20,124,131,135 Since the AIS focuses on the relative survivability or 

lethality of particular injuries, it is not the best choice for distinguishing between leg injuries. 

Many foot/ankle/leg injuries are classified with the same AIS score even though different 

types and combinations of foot/ankle/leg injuries can have different consequences on 

quality of life or ability to escape danger post-injury in the case of UBB.86,131 For military 

applications in which post-injury mobility is of importance, the AFIS-S scale may be more 

useful for distinguishing between injuries to the foot/ankle/leg. An AFIS-S score of 4 or 

greater (severe injury) was used as a classification for an injury risk function developed by 

McKay and Bir, which is currently used for the Mil-Lx ATD leg.135,151 

Consideration must also be given to the injury mechanism of different injuries in order 

to ensure that the injuries or injury categories may be distinguished from each other using 

the same injury predictor, or reasonably accommodated for using statistics. Historically, 

injury criteria have distinguished between different injuries and injury mechanisms using 
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time or impulse data. Rupp et al. used impulse of the force measured in the Hybrid-III femur 

to differentiate between the use of a hip versus knee injury risk function for predicting 

injury.184,187 Similarly, multiple injury criteria exist for thorax including displacement and 

force predictors due to different injury mechanisms leading to rib fractures and internal 

organ damage.104,213 

Examination of the leg injuries produced by a combination of axial loading tests from the 

literature 14,73,75,82,94,108,109,135,181,191,196,231 revealed that calcaneus, talus, and distal tibia (pilon) 

fractures are the most common, with calcaneus fractures far outnumbering other injuries. 

Further analysis showed that calcaneus fractures occurred alone (67 tests), and also 

accompanied many of the talus and pilon fractures (Figure 2.13). Proximal tibia injuries 

occurred only in test series where the knee joint remained intact, and occurred only once 

without a calcaneus fracture.73,135 Fractures which occurred when Achilles tension was 

applied during the test are also indicated in Figure 2.13. 
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Figure 2.13. Frequency of lower leg injuries generated by axially-loaded 
PMHS tests from the literature (238 tests).14,73,75,82,94,108,109,135,181,191,196,231 The 
input and boundary conditions for these tests are provided in Table 2.2 

 
This summary of injuries suggests that the calcaneus has a higher tendency to fracture 

compared to other bones for axial impacts to the foot. Several reasons for this were discussed 

by Bailey et al., particularly inertial differences between the forces at the impact site (plantar 

surface of the foot) compared to locations further from the impact like the proximal tibia.15 

McMaster et al. showed that difference in the bone mineral density for individual bones in 

the hindfoot and ankle may predispose the leg, foot, and ankle to different types of fractures 

when exposed to axial loading.138 Previous studies have shown that the talus is nearly twice 

as strong in compression as the calcaneus, with an average failure force of 6.4 kN compared 

to 3.8 kN.32 Funk et al. hypothesized that the tibia and calcaneus are nearly equal in 

compressive strength, though inertial differences yield a higher number of calcaneus 
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fractures when the foot is impacted.72 These factors may influence the injury location within 

the leg. 

For the foot and ankle, it is not reasonable to generate separate injury criteria for specific 

bones because of potential overlap in the injury thresholds for each bone. For example, for a 

given axial force a talus injury might occur in one specimen while a calcaneus fracture might 

occur in another due to inter-specimen variability. Geometric differences for individual 

bones may lead to two specimens having different fracture locations as well. These reasons 

suggest that injury risk functions developed for individual bones in the foot and ankle would 

be misleading as they would tend to be skewed by outliers in the population. Further, the 

injury criterion should be focused on defining the probability of any injury with a given 

injury mechanism rather than a specific injury which may occur at a higher threshold than 

another injury. 

2.4.2 Injury Risk Functions for the Leg 
Yoganandan et al. (1996), McKay and Bir (2009), Klopp et al. (1997), and others have 

generated IRFs for the leg based on various parameters measured in post-mortem human 

surrogate (PMHS) experiments (Table 2.3, Figure 2.14).109,135,231 While these statistical 

models fit their respective injury data, it is important to consider the conditions under which 

the IRFs are valid before applying them to other loading scenarios. Table 2.3 provides a 

summary of existing IRF results for the foot/leg and their associated experimental test 

conditions, while Figure 2.14 shows force-based IRFs from previous studies. 
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Table 2.3. Previous injury risk functions for axial loading of the leg 

Study 
Boundary 
Condition 

Loading 
Condition 

Injury Predictor for 50% Injury 
Probability 

Yoganandan 1997232 
Potted proximal 
tibia, unbooted, 

ballasted 
Pendulum 

0.348*Age+0.415*Axial tibia force = 4.4 
6.8kN Axial mid-tibia force 

Klopp 199781 
Potted femur, 

unbooted 
Pendulum 

-9.75+0.13*ankleVr+0.47footplate 
force+0.14 dorsiflexion angle=-0.1 

Funk 200273 Potted proximal 
tibia, unbooted 

Linear 
Impactor 

45 YO 50% Male:  8.3 kN mid-tibia force 
65 YO 50% Male: 6.1 kN mid-tibia force 
45 YO 5% Female: 5.0 kN mid-tibia force 
65 YO 5% Female: 3.7 kN mid-tibia force 

Bass 200420 Potted mid-femur, 
booted 

AP Landmine 
Blast 

8.6 kN mid-tibia force 

McKay 2010134 Potted femur, 
unbooted 

Linear 
Impactor 

5.9 kN axial tibia force, 
10.8 m/s velocity 

Quenneville 2011172 
Potted tibia, 

unbooted 
No foot 

Linear 
impactor 

7.9 kN = 10% risk of injury 

Henderson 201394 
Potted proximal 
tibia, unbooted, 

ballasted 
Drop Tower 

7.34 kN distal tibia force 
6.16 kN proximal tibia force 

Gallenberger 201382 
Potted proximal 
tibia, unbooted, 

ballasted 
Pendulum 

Neutral Position: 6.8 kN prox. tibia force 
20 deg dorsiflexion: 7.9 kN prox. tibia 
force 

Yoganandan 2014229 Potted proximal 
tibia, unbooted 

Pendulum 
25 YO: 10.4 kN prox. tibia force 
45 YO: 8.3 kN prox. tibia force 
65 YO: 6.6 kN prox tibia force 

Bailey 201515 Combination Combination 

25 YO 50% Male: 11.5 kN footplate force 
45 YO 50% Male: 10.2 kN footplate force 
25 YO 50% Female: 9.1 kN footplate force 
45 YO 50% Female: 8.0 kN footplate force 

 



79 
 

 

Figure 2.14. Comparison of existing lower leg IRFs from literature using 
tibia force as an injury predictor. Note: Funk et al. 2002 and Yoganandan et 
al. 2014 assume a 45 year old, 75 kg male.20,54,73,94,135,229,231 

 
Comparing several previously-developed IRFs from a variety of loading rates, it is not 

clear which are applicable for the higher loading rates associated with UBB. While the 

loading rates from Henderson et al. (2013) and McKay and Bir (2009) were among the 

highest of those compared in Figure 2.14 the location of force measurement is proximal to 

the location of a majority of the injuries produced.94,135 IRFs based on mid-tibia forces 

measured by implanted tibial load cells reveal differences between the McKay IRF developed 

at high load rates (3.2-10.8 kN/ms) and the Funk et al. (2002) data set from more moderate 

load rates (0.1-3 kN/ms).73 It is unclear whether these differences are due to input pulse 

characteristics, quality of specimens tested, or the way injury is defined in the two models 

(McKay uses AFIS-S 4+ to define injury and Funk uses bony fracture in the foot/ankle 

complex).  It is important to understand the effects of these dissimilarities in order to make 

progress in understanding the role of load rate or duration on leg injury. 
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One of the most widely-used IRFs for the leg was generated by Yoganandan et al. 

(1996).231 Unfortunately, though the risk function includes a large number of tests, the data 

set is composed of force measurements taken from various locations, and does not account 

for the inertial differences between the measurement locations. Additionally, the data set 

included both dorsiflexed and neutral ankle positions; dorsiflexion has since been shown to 

increase the fracture tolerance of the ankle joint.82,109 Furthermore, the boundary conditions 

in the three data sets were different, which enhances the potential for inertial differences 

between the tests and increases the need for a common location of force measurement. 

While the data from Yoganandan et al. (1996) was reanalyzed to use distal forces, the same 

issue exists of failing to account for the effect of ankle flexion.229,232 

Boundary conditions in tests aimed at determining injury risk are of vital importance; 

however, simulating exact boundary conditions and achieving the higher loading rates 

required for studying UBB is challenging. McKay and Bir (2009), Funk et al. (2002), and 

Henderson et al. (2013) each achieved higher loading rates with three different boundary 

conditions, thus producing different injury patterns in select cases. All but Henderson et al. 

produced proximal tibia fractures, which was likely due to the presence of the knee joint in 

the other test series. Knowing the effect that each of these complicated boundaries has on 

producing stresses on potentially weaker bony regions is important for determining 

whether these more-proximal injuries should be considered for inclusion in an analysis 

focusing on injuries to the foot/ankle complex, or rather included in a separate injury 

criterion.73,94,135 

 Some IRFs for the leg have taken into account covariates such as age, sex, and bone 

mineral density (BMD).73,108,109,181,231 While these studies have used realistic injury predictors 
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(force) and have attempted to compensate for specimen variability, the location of force 

measurement in these works limits their accuracy as well as obscures the relationship 

established between the main injury predictor and the covariates. For example, Funk et al. 

measure the force at mid-tibia using an implanted load cell. While this force is realistic for 

determining force at fracture for the tibia and locations in close proximity to the mid-tibia, 

most injuries occurred at the level of the calcaneus. Further analysis shows that footplate 

force was better correlated with injury than mid-tibia force,73 likely because a majority of the 

injuries occur in close proximity to the footplate. Load-sharing between the tibia and fibula 

can account for about 6 percent of the difference between the load measured at the two 

locations,73,89,201 and the remainder can likely be assigned to the effect of inertia due to the 

mass present between the two load cells.  

The studies aimed at understanding the effect of UBB on the leg94,135 have different 

proximal boundary conditions and instrumentation locations than others performed at 

automotive conditions,109,196,231 making it difficult to understand the effect of higher loading 

frequencies on the leg, foot, and ankle. At higher loading accelerations, it becomes 

increasingly important to measure the load closer to the region of interest because of inertial 

effects. As the acceleration of the leg increases, the greater the difference between the forces 

measured in one location versus another location due to the mass present between the load 

cell and region of interest. While previous IRFs may be valid for data set from which they 

were generated (assuming loading rates were not varied), deviations from the input or 

boundary conditions of that particular test setup decrease the predictive ability of that IRF 

for other data sets. Thus, it is important to consider this when applying an IRF to a new data 

set to predict injury. 
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A more recent study by Yoganandan et al. reanalyzed previous PMHS test data to fit the 

parameters of an injury risk curve based on force.229 Though the statistical analysis followed 

the recommendations set by the International Organization of Standardization and smaller 

confidence intervals were obtained by eliminating outliers from the data set, no validation 

work was performed to demonstrate an improvement in injury prediction capabilities 

compared to the previous logistic regression injury risk function.229,231 Age was included in 

the analysis and was shown to have the effect of increasing the probability of injury for a 

given peak force, which was consistent with previous injury risk functions which included 

age.70 

An attempt to account for the rate effects on the estimation of injury risk involved 

combining data from five studies (82 tests), and using plantar force as the main predictor 

variable and dorsiflexion angle, age, sex, and mass as covariates.12 Plantar force was chosen 

as the predictor variable because of its proximity to injury location in effort to reduce error 

in force measurement due to the presence of mass between the load cell and fracture 

location. The injury risk function resulting from this analysis (Figure 2.15) estimated higher 

forces for given probability of injury compared to previous injury risk functions which used 

proximal or mid-tibia force measurements. Though no validation was performed to show the 

utility of using plantar force over proximal or mid-tibia force, this injury risk function 

provided advantages over previous injury risk functions by including data from multiple 

load rates and not combining force data from different locations in the leg as was done by 

previous studies.12,231 
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Figure 2.15. Comparison of injury risk function based on plantar force and previous 
injury risk functions which did not distinguish between location of force measurement 
or measured force proximal to the location of injury.(Figures reproduced with 
permission from Taylor and Francis)12 

 
 

 Kuppa et al. summarized injury criteria that were developed for various regions and 

bones in the leg.116 Individual injury criteria were developed for the leg shaft; foot fractures 

including the calcaneus, talus, ankle, and midfoot; and tibia plateau. The tibia index and 

revisions of the tibia index aim to estimate risk of fracture for the tibia and fibula shaft using 

a combination of axial force and bending moments. Originally developed by Mertz et al. the 

tibia index can be calculated using Eqn. 2.1, where TI is the tibia index, F is the axial force, Fc 

is the critical axial force (35.9 kN for a 50th percentile male), M is the resultant anterior-

posterior and medial-lateral tibia moment, and Mc is the critical resultant tibia moment (225 

N-m for a 50th percentile male).141 Crandall et al. summarized the benefits of using the tibia 

index, though concluded that the critical values used by Mertz were not reasonable for the 

entire leg. 52 A subsequent study by Funk et al. demonstrated that tibia curvature and fibula 

load sharing affect the assumptions used to develop the tibia index.74 Funk et al. performed 

PMHS testing to estimate the degree to which the tibia index is affected by these factors and 
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used the information to correct the ATD measurements used to calculate the tibia index (Eqn. 

2.2). 

 

𝑇𝐼 =
𝐹
𝐹𝑐

+
𝑀
𝑀𝑐

< 1 Eqn. 2.1 

 Eqn. 2.2 

 
 

 The foot injury criteria summarized by Kuppa et al. included the bones most commonly 

fractured in the foot and ankle due to axial impact loading. The injury risk function provided 

by Kuppa is based on a PMHS data set combined by Yoganandan et al., which estimates a 

25% and 50% risk of AIS 2+ foot/ankle fracture for 5.2 kN and 6.8 kN of force, respectively. 

The logistic regression equation for this relationship is provided in Eqn. 2.3. Though the 

Yoganandan et al. data set combined force measurements from footplate and proximal tibia 

locations, the injury risk function is based on lower tibia forces measured in the ATD leg. 

 

 
Eqn. 2.3 

 
Eqn. 2.4 

 
 

 It is interesting to note the differences between the magnitude of force associated with 

foot/ankle compared to proximal tibia injuries. The proximal tibia injury risk function was 

developed using data from experiments which impacted the tibiofemoral joint, with the mid-

shaft of the tibia potted.17 Comparing the foot injury risk function to the risk function for the 
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tibia plateau and condyles (Eqn. 2.4) reveals that higher forces are associated with tibia 

plateau fractures. Though upper tibia forces were used for the tibia plateau injury criterion, 

the dissimilarity in forces associated with the different injury locations explains the 

prominence of foot/ankle injuries generated by axial loading events compared to more 

proximal injuries such as those of the tibia plateau and condyles (see Figure 2.13). The higher 

force at failure for the proximal leg injuries predisposes the leg to foot/ankle fractures, in 

addition to the inertial differences in the forces observed at the two injury sites due to impact 

location. 

 

 

Figure 2.16. Comparison of injury risk functions for foot/ankle fracture versus tibia 
plateau fracture. The foot and ankle injury risk curve was produced using the injury 
risk function developed by Yoganandan et al., and the tibia plateau injury risk curve 
was developed using the data from axial tibiofemoral joint impact tests performed by 
Banglmaier et al. [Figures produced using data from Kuppa et al.]17,116,231  

 
While force is the most widely accepted injury predictor used for leg, other injury 

predictors have also been considered. McKay and Bir (2009) proposed a velocity-based 

injury metric for the leg to be used for UBB loading conditions. While impact velocity is 
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significantly correlated with injury in McKay’s test series, the velocity-based injury criterion 

should not be used with different boundary conditions or with different impactor masses 

than were used for that particular test series.135 The velocity necessary to produce fracture 

may change based on the impactor mass (i.e. kinetic energy) or if the proximal boundary of 

the leg is fixed.  Thus, it is important to consider the versatility of an injury predictor in 

relation to boundary conditions when choosing a predictor variable to be used in various 

loading scenarios. McKay and Bir also found peak compressive strain in the leg and kinetic 

energy to be significant predictors of injury, though force was chosen as the best predictor 

based on the correlation coefficient. 

Klopp et al. investigated several injury predictors, which included peak heel acceleration 

and footplate force rate.109 In addition to peak footplate force, these predictors were found 

to be significant. Further, ankle angular velocity and ankle dorsiflexion proved to be 

significant predictors when combined with force and force rate in multivariate regression 

models. 

 While most injury criteria for the leg have used peak force as the injury predictor, injury 

criteria for the head, neck, spine, and femur140,197,208 have included duration of loading to 

account for the transient response of the system.87,214 The transient response of a system 

refers to the response of a system to an input prior to reaching its steady state behavior. 

Dynamics systems have been shown to exhibit an overshoot in response to impulse and step 

loading. The magnitude of the overshoot is dependent upon system characteristics, such as 

damping, and the frequency and amplitude of the input. 

 Von Gierke, Stech and Payne, and King et al. have outlined the application of dynamic 

theory to the biomechanical response of the human body using a single degree of freedom 
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dynamic model. King et al. demonstrated the effect of system damping on the “dynamic load 

factor,” which is calculated by dividing the maximum spring force by the maximum excitation 

force, and is dependent upon the duration of the impact relative to the natural period of the 

system.66 When the load duration is less than the natural period (or loading frequency is 

higher than the natural frequency), the force measured in the system is less than the applied 

force. For longer durations (exceeding twice the natural period), the dynamic load factor 

tends toward one, meaning that the applied force and system response force approach 

equivalency.6666,197,214 For underdamped systems, transient response of a dynamic system 

near the natural frequency produces an overshoot in the spring force for a given peak force 

input. The magnitude of the overshoot depends on the system’s damping characteristics.66  

The transient response can also be presented in terms of displacement inputs and deflection 

of the model. Figure 2.17 presents this information in terms of peak input and peak response 

in a way that more directly relates to the understanding of force at fracture for a given load 

duration. Each line in the diagram represents a constant level of peak model deflection for 

different pulse shapes as a function of the amplitude of the input pulse and the ratio of pulse 

length to the natural period for an under-damped system.  Von Gierke divides the plot into 

regions of integral dependence, meaning that the integral of the input pulse controls the 

model deflection; duration dependence, where the input pulse duration is close to the 

natural period and is subject to resonance (overshoot); and a duration-independent region, 

where the input pulse produces the same amount of deflection regardless of the pulse 

duration.214 
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Figure 2.17. Diagram reproduced based on the work of von Gierke214, 
which demonstrates the theoretical dependence of injury threshold 
(model deformation) on pulse shape, duration, and peak for various input 
pulses. Lines represent constant deformation response, which can be 
correlated with injury. 

 
 If the behavior of a dynamic model is applied to the response of the leg, the deflection of 

the model can be likened to the amount of strain in the leg. Assuming that the leg fails at a 

threshold of compression (or strain), the curves in Figure 2.17 relate to thresholds of injury 

as a function of the input in terms of peak and duration. It can then be assumed that the input 

is a sinusoidal force characterized by its peak and frequency (which relates to duration). In 

terms of developing an injury criterion based on these assumptions, the integral of force 

(impulse) would be expected to be a better predictor of injury for short durations of loading 

(for loading frequencies greater than the natural frequency). A peak force would be sufficient 

for predicting injury at longer durations of loading. The “resonance region,” or the duration 

dependent portion of this curve complicates the behavior of the curve and is highly 

dependent upon the damping of the system. However, it is clear that for short durations of 

loading, peak force is insufficient for predicting model response, and therefore, injury. 
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 Though duration of loading has not previously been incorporated into previous lower leg 

injury criteria, there is a precedence for duration-dependent injury criteria for other body 

regions such as the spine and femur.197,208,214,220 Viano et al. demonstrated the duration-

dependence of femur force-at-fracture for short duration loads (less than 20 ms), while 

Carothers et al. estimated a constant level of force at fracture for quasi-static loads.36,209 

Viano et al. combined these data to produce an injury criterion which used a linear 

regression to fit dynamic knee impact data, and a constant force level for the long duration 

or quasi-static data. Long and short duration loads were defined arbitrarily using a 20 ms 

force duration as the division point. Though Viano et al. do not justify their approach using 

response of dynamic models, the injury criterion they developed follows a pattern for peak 

versus duration that is similar to that presented in Figure 2.17. For a constant level of injury 

risk, peak force decreases with duration for short duration loads, and then is constant for 

longer duration loads. 

 The dynamic response index (DRI) used for estimating injury risk for the thoraco-lumbar 

spine exposed to axial loading also incorporates duration. DRI uses a 2nd order dynamic 

model to relate pelvis acceleration to compression of the spine, which is then associated with 

a probability of injury.151,220 For axial loading, a DRI of 17.7 is associated with a 10% risk of 

AIS2+ injury, and can be calculated using Eqn. 2.5 and Eqn. 2.6. While DRI has largely been 

replaced by the use of lumbar forces measured in the ATD,204 the theory is still applicable to 

axial loading scenarios for which it is necessary to predict the response of the body to a 

measured input. 

 
�̈�(𝑡) = �̈� + 2𝜁𝜔𝑛�̇� + 𝜔𝑛

2𝛿 Eqn. 2.5 
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Where 𝜁 is the damping ratio, 𝜔𝑛 is the natural frequency, �̈�(𝑡) is the pelvis acceleration, and 𝛿 

is the compression of the model. 

 

𝐷𝑅𝐼𝑧 =
𝜔𝑛

2𝛿𝑚𝑎𝑥

𝑔  Eqn. 2.6 

 
 

 Gadd et al. explored impulse (integral of input force and acceleration) as a means of injury 

prediction.79 They observed that the magnitude of the transient spike in the response trace 

associated with many impact tests could not be ignored in terms of its ability to cause injury, 

but also that the magnitude of that spike was not necessarily representative of the entire 

loading pulse. An additional observation was that the use of an impulse-based severity 

measure accounts for differences in pulse shape which are not considered when using a peak 

force or acceleration characterize an input. Gadd’s observations emphasized the importance 

of incorporating duration into injury severity measures and provided the early groundwork 

for the Head Injury Criterion (HIC) and other soft tissue injury criteria.79,80,120,212 
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Figure 2.18. Injury thresholds for lung under blast loading based on peak pressure 
as a function of duration. (NeuroImage by Academic Press. Reproduced with 
permission of Academic Press in the format of Thesis/Dissertation via Copyright 
Clearance Center.)51 

 
 Blast injury criteria have also incorporated duration. Courtney and Courtney 

summarized the injury thresholds for blast lung using peak overpressure as a function of 

duration.51 As duration increases, the peak pressure associated with a particular probability 

of injury decreases. Additional studies have hypothesized that that the same relationship 

holds for other body regions such as the head, when subjected to blast loading.40,47 

Impulse and duration of loading were also considered by Rupp et al. when developing an 

injury criterion for the knee-thigh-hip complex. Rupp et al. noted differences in injury 

pattern based on duration of knee impact loading.  For long duration loads, hip fractures and 

dislocations were observed more frequently, while knee injuries were reported more often 
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for short duration impacts, which may be explained by the rate of mass recruitment and 

inertia. Rupp et al. used lumped mass models of the human and Hybrid-III legs to 

demonstrate frequency dependence of the biofidelity of the Hybrid-III force response.184,186 

2.5 Anthropomorphic Test Devices 
 An important aspect of the development of an injury criterion is the ability to use it 

alongside an anthropomorphic test device (ATD) to predict injury risk. In general, ATD legs 

have limited biofidelity across large ranges of loading rates because of design criteria which 

include the ability to withstand large forces without breaking like the human body. This 

design criteria generally leads to ATDs composed of stiff materials such as steel and 

aluminum, which often do not exhibit the same load-rate dependence as the human body. 

 It is important to understand the limitations of particular ATDs before using them to 

interpret injury risk, though this concept is often ignored because of both a lack of 

understanding of the effects of load rate on the human body compared to the ATD as well as 

the absence of an ATD that can perform in a biofidelic manner across a wide range of loading 

rates. While automotive ATDs have a better defined loading environment for which an ATD 

leg must be biofidelic, military applications such as UBB can cover a vast range of loading 

rates which are currently outside of the range of biofidelity for automotive ATDs. A few of 

the prominent ATD legs that are currently used are described for reference purposes, though 

more detail will be provided in a later chapter. 

 The most commonly-used ATD leg is the Hybrid-III leg, which is used by both military 

and automotive industries to assess injury.151 The 50th percentile Hybrid-III leg consists of a 

4.29 kg lower leg and a 1.16 kg foot with a knee-to-floor length, foot length, and foot height 

of 492.8 mm, 259.1 mm, and 99.1 mm respectively.237 Instrumentation includes a proximal 
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and distal tibia 5-axis load cell, and a 3-axis accelerometer package located at the mid-shaft 

of the tibia. The Hybrid-III tibia shaft has a 9 degree posterior tilt, giving the knee an 8 mm 

offset from the center of the ankle.102 This contributes to bending moments and off-axis 

forces in the tibia when the leg is under axial loads.  

 Several researchers have demonstrated the Hybrid-III’s lack of biofidelity at higher 

loading rates.10,113,114,135 Kuppa et al. developed a transfer function for Hybrid-II and PMHS 

tibia force, while Bailey et al. generated a FE-based polynomial function for predicting PMHS 

force from Hybrid-III force measurements.10,114 Both of these studies indicated that the 

Hybrid-III’s stiff construction led to overestimation of human tibia force for higher impact 

velocities. McKay and Bir reported that peak Hybrid-III forces exceeded 2-3 times the peak 

force measured in the human leg for matched input conditions.136 

 The Thor-Lx Advanced Lower Extremity (Figure 2.19) instrumentation is more extensive 

than that of the Hybrid-III lower leg, containing a knee shear displacement potentiometer, 5-

axis upper and lower tibia load cells, a 3-axis tibia accelerometer package, Achilles load cell, 

3-axis ankle rotation potentiometer, and 3-axis foot accelerometer package.235 This leg 

allows for the simulation of muscle resistance in the leg by applying load via a structure 

representing the Achilles tendon, and incorporates a more realistic ankle joint center than 

the Hybrid-III. The injury criteria for the ankle and calcaneus injury was defined as a distal 

tibia axial force of 5.2 kN and 6.8 kN for 25- and 50-percent probability of AIS 2+ injury, 

respectively. Proximal tibia forces of 5.6 kN and 7 kN are associated with 25- and 50-percent 

probability of tibia plateau fracture for the Thor-Lx.113 
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Figure 2.19. Thor-Lx ATD leg pictured with and 
without the flesh. (Image modified from NHTSA 
report.)146 

 
 The Mil-Lx or the Military Lower Extremity (Figure 2.20) was designed specifically for 

military applications because of the inadequacies of existing ATD legs when used in high-

rate loading environments. The Mil-Lx contains 5-axis upper and lower tibia load cells, a 3-

axis mid-tibia accelerometer, 3-axis mid-foot accelerometer, and a SAE-Z axis heel 

accelerometer.97 The design of the Mil-Lx combined elements from the Hybrid-III ATD leg 

and the Thor-Lx leg by including a replaceable heel pad insert and a compliant puck in the 

shaft of the leg. The compliant element of the Mil-Lx is twice the length of that in the Thor-

Lx (100 mm compared to 50 mm) and is located distal of the proximal (upper) tibia load 

cell.134 Having been designed specifically for military underbody blast applications, this ATD 

leg has only been used by a small subset of the biomechanics community. Even within 

military underbody blast testing, the Hybrid-III is used more frequently than the Mil-Lx 

because of the Hybrid-III’s availability, cost, durability, and its perceived usefulness for 

comparing to previous literature.13,151 
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Figure 2.20. Mil-Lx ATD leg with and without flesh 
showing instrumentation locations.97 

 
NATO standards for evaluating armored vehicles suggest evaluating probability of lower 

leg injury using the upper tibia force measured in the Mil-Lx are based on the injury 

probability function developed by McKay and Bir.135 A Mil-Lx upper tibia force of greater 

than 2.6 kN, and a Hybrid-III lower tibia force of 5.4 kN from Kuppa et al. are considered 

injurious for axial compression.116,135,151 The existence of separate force criteria for these two 

ATDs emphasizes the fact that they have different responses to the same input and were 

developed for different purposes. The Mil-Lx was specifically designed to be used for the 

study of UBB, however, the availability of the Hybrid-III makes it the most commonly used 

ATD leg for military testing, leading to the existence of a large amount of data with little 

meaning in terms of providing an estimate of human leg response or injury risk. 
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2.5.1 Signal Comparison 
 Several methods exist for quantifying the biofidelity of ATD response. Some of these 

methodologies include Cumulative Standard Deviation (CSD) and Correlation Analysis 

(CORA).85,179 While other simpler statistics exist for the purpose of comparing two traces, 

such as sum of squared errors or summation of the differences for samples along the length 

of each curve for one or both variables, these more involved methods consider multiple 

aspects of curve similarity. 

 Rhule et al. introduced the method of Cumulative Standard Deviation and utilized it in 

the  Biofidelity Ranking System (BioRank).179 Cumulative Standard Deviation is calculated 

by summing the standard deviation for each time point of a signal compared to a reference 

curve. For BioRank, the cumulative variance is calculated between the ATD response and the 

average PMHS response and then divided by the cumulative variance for the PMHS 

responses. A cumulative standard deviation or cumulative variance of zero means that there 

is a perfect match between the signals.179 

 Correlation Analysis is a rating system developed by Gehre et al. to compare curves using 

corridor and cross-correlation methods.85 The cross-correlation portion combines three 

individual scores: magnitude; progression; and phase. The magnitude score, also referred to 

as the size score, is calculated using the square of the area between the two signals. The 

progression rating is calculated using the cross-correlation which utilizes time-shifting of a 

reference curve to compare the curves which provides and estimation of the similarity of the 

shape of the two curves. Lastly, the phase score is calculated by comparing the value of each 

of the signals at two points in time within the time interval and evaluates the time shift 

between the signals. Each of the scores ranges between 0 and 1, with 1 being a perfect match. 

The overall CORA score for the cross-correlation methods combines these three individual 
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scores with equal weighting (wi) (see Eqn. 2.7). The CORA score may also incorporate a 

separate corridor rating, which rates each point of the curve on its position with respect to 

two degrees of corridor width.85 Overall CORA scores have been classified in the 2013 

International Organization of Standardization document as excellent (CORA>0.94), good 

(0.94≥CORA≥0.80), fair (0.8≥CORA≥0.58), and poor (CORA≤0.58).100 

  
𝑪𝑶𝑹𝑨 = 𝒘𝟏(𝒎𝒂𝒈𝒏𝒊𝒕𝒖𝒅𝒆) + 𝒘𝟐(𝒑𝒓𝒐𝒈𝒓𝒆𝒔𝒔𝒊𝒐𝒏) + 𝒘𝟑(𝒑𝒉𝒂𝒔𝒆) Eqn. 2.7 

 
 Vavalle et al. compared several methods for rating the similarity between curves and 

their ability to assess biofidelity. They concluded that CORA provided the most 

“comprehensive evaluation” of the similarity of curves based on the ability of each of the 

measures to evaluate different aspects of the signal characteristics.207 In a similar study, 

Gayzik et al. concluded that CORA’s separation of individual scores provides beneficial 

information for understanding the nature of the relationship between individual signals.84 

2.6 Discussion 
 The recent focus on military underbody blast (UBB) events has led to an increased desire 

to understand the effect of short duration, high amplitude loading on the human body. Foot 

and leg injuries due to axial loading are of particular interest because of proximity to 

application of the load through the vehicle floor. Currently, Mil-Lx and Hybrid-III ATD legs 

and their associated axial loading injury criteria are used to evaluate the safety of military 

vehicles when exposed to UBB.151 Though it is well established that the Hybrid-III leg 

overestimates the force in the human tibia for higher velocities, little is known about the 

biofidelity of the Mil-Lx for loading conditions apart from the 7 m-s-1 condition used to tune 

the original design.13,114,136 The uncertainty associated with the biofidelity of each of these 
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ATDs within the expansive UBB loading environment is cause for even greater concern when 

considering that floor mats, boots, and other designs for protecting the warfighter have 

potential to change the characteristics (e.g. magnitude, rate, duration) of the load applied to 

the foot in these events. These factors highlight the need for a single ATD and injury criterion 

that can be used to evaluate injury risk across a wide range of loading rates in order to ensure 

that injury mitigation strategies for military vehicles are effective. 

 Various injury risk functions have been developed for axial loading of the 

leg,15,70,108,109,136,229,231 but fail to account for important factors which prevent their use for a 

wide range of load durations and frequencies. Many of the injury risk functions were 

developed for predicting injury in automotive intrusion events so the experimental data 

covers a smaller range of loading frequencies than is applicable to UBB. Additionally, the fact 

that the injury risk functions were based on forces measured at different locations prevents 

a clear understanding of the overlap between injury risk functions. Inertial differences 

between the location of force measurement and the location of injury may cause significant 

error in the estimation of injury risk depending on the input and boundary conditions. 

 The numerous PMHS leg axial loading studies in the literature provide a good starting 

point for understanding the differences between the injury risk of the leg in mitigated and 

unmitigated UBB events. The aforementioned similarity in the types and distribution of 

injuries caused by AI and UBB events suggests that data from each of these loading 

environments may be combined to develop an injury risk function to cover the range of 

loading conditions typical of mitigated and unmitigated UBB. The literature has shown that 

the time-to-peak for floor acceleration in UBB events can be as short as 1.25 ms. Automotive 

intrusion events were shown to have accelerations pulses which peaked at 50 ms. In order 
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to encapsulate both AI and UBB loading environments, an injury risk function would need to 

be valid for load durations ranging from 3 to 100 ms, assuming symmetric loading and 

unloading. 

Shortcomings of previous axial leg injury criteria are that they have failed to consider 

the importance of loading frequency and inertial shielding between forces measured at 

different locations. The studies aimed at understanding the effect of UBB on the leg94,135 have 

different proximal boundary conditions and instrumentation locations than others 

performed at automotive conditions,109,196,231 making it difficult to understand the effect of 

higher loading frequencies on the lower leg. At higher loading accelerations, it becomes 

increasingly important to measure the load closer to the region of interest because of inertial 

effects. As the acceleration of the leg increases, the greater the difference between the forces 

measured in one location versus another location due to the mass present between the load 

cell and region of interest. While previous IRFs may be valid for the data set from which they 

were generated (assuming loading rates were not varied), deviations from the input or 

boundary conditions of that particular test setup decrease the predictive ability of that IRF 

for other data sets. Thus, it is important to consider this when applying an IRF to a new data 

set to predict injury. While force is widely accepted as an injury predictor for the leg, 

previous studies and dynamic theory have demonstrated that force at fracture in other body 

regions is duration-dependent.197,209,214 The incorporation of duration-dependence is vital to 

developing an injury risk function for the leg which can span the range of loading frequencies 

applicable to AI and UBB. 

 Integrating duration- or frequency-dependence into an injury criterion for the leg 

enhances the importance of ensuring that ATD response can be correctly interpreted for all 
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applicable loading frequencies. Understanding the behavior of ATDs in terms of frequency 

response is crucial to interpreting human injury risk based on its measurements. While an 

ATD may produce a biofidelic force response for one loading condition, it may not 

necessarily be valid for another loading condition, as Kuppa et al. demonstrated for the 

Hybrid-III leg.114 The Mil-Lx leg’s ability to provide a biofidelic response for high velocities 

typical of UBB without railing the load cells and other instrumentation makes it a better 

candidate than other existing ATD legs for a universal ATD leg which can span the range of 

loading frequencies from AI to UBB. 

2.7 Objectives 
Using previous duration-dependent injury criteria as precedence, the objective of this 

dissertation is to develop a duration-dependent injury criterion for the leg exposed to axial 

impact loads that could be used for both mitigated and unmitigated loading from automotive 

and military underbody blast environments. A secondary objective is to assess the ability of 

an existing anthropomorphic test device leg, the Mil-Lx, to provide a biofidelic response for 

both automotive and military loading environments. A combination of experimental testing 

and analytical and finite element modeling will be used to satisfy the following specific aims 

of this dissertation: 

1. Demonstrate the duration- and frequency-dependence of force at fracture using 

experimental testing and finite element modeling. 

2. Create lumped-parameter models for the human leg to aid in development of injury 

criterion and ATD design. 

3. Develop an injury criterion for the leg to incorporate duration- and frequency-

dependence. 
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4. Compare the predictive accuracy of the proposed duration-dependent injury 

criterion to that of previous peak force-based injury criteria. 

5. Provide an assessment of the Mil-Lx anthropomorphic test device for mitigated and 

unmitigated underbody blast environments and, if necessary, recommend design 

changes to expand the range of loading frequencies for which it can assess injury risk. 

3 Experimentation 

3.1 Introduction 
 In effort to increase the number and range of loading conditions, a number of tests were 

conducted at the University of Virginia Center for Applied Biomechanics using component 

PMHS legs. This chapter discusses two separate test series which served the purpose of 

providing additional leg injury data under two separate proximal tibia boundary conditions: 

all degrees of freedom fixed (fixed); and all degrees of freedom fixed except SAE-z translation 

(free), but inertially weighted. The “free” boundary tests were performed using a drop tower 

setup and provided additional short-duration data, which the literature previously lacked. 

The “fixed” boundary tests were performed using a linear impactor; these tests were used to 

test the statistical significance of the difference in force and impulse at fracture for different 

load durations. 

3.2 PMHS Component Experimentation 

3.2.1 Drop Tower Test Methodology 
A series of 18 PMHS component leg tests were performed using a drop tower to deliver 

an axial load to a footplate in contact with the plantar surface of the foot, with the proximal 

tibia restricted to SAE-z translation. The PMHS legs, disarticulated inferior to the patella, 

were procured for the study via the Virginia State Anatomical Board and other tissue 
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suppliers; screened for Hepatitis A, B, and C, and HIV; and fresh-frozen after acquisition. All 

test protocols were subject to review and approval by the University of Virginia Cadaver Use 

Committee. A pre-test DEXA and computed tomography (CT) scan were performed to screen 

for pre-existing fractures and verify that the bone mineral density was greater than the 

threshold between osteopenia and osteoporosis (T-score 2.5).225 

First removing the soft tissue, the proximal tibia was potted in a steel cup using Fast Cast 

polyurethane casting resin (Goldenwest Manufacturing, Cedar Ridge, CA). The specimens 

were then placed in the UVA drop tower fixture with the proximal mating cup attached to a 

six degree of freedom load cell and an aluminum plate (load cell plate).  The position of the 

leg was such that the plantar surface of the foot faced vertically upward in contact with a 

second aluminum plate (impact plate) of mass 10.2 kg. Both plates were constrained in the 

X- and Y- directions, but free to translate in the Z-direction (SAE coordinate system).188 The 

proximal tibia boundary conditions consisted of a reaction mass comprised of the load cell, 

load cell plate, and the potting cup, totaling 7.2 kg, which is equivalent to the effective mass 

acting at the proximal tibia for a 50th percentile male determined using an FE simulation of 

a representative UBB event at 600g. For three cases (tests 1.5-1.7), proximal tibia was fully 

constrained. The stroke of the impact plate was limited by the use of shaft collars (Figure 

3.1). Post-test CT scans and necropsies were performed to determine injuries caused by the 

impacts. Some results from this study are discussed in Section 4. 
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Figure 3.1. Drop tower test fixture 
schematic showing the load cell plate lightly 
supported by polystyrene crushable 
supports and a weighted hammer.94 

Figure 3.2. Tibia instrumentation consisting 
of strain gages, accelerometers, and angular 
rate sensors 

 
 For this series, multiple input conditions were investigated. These conditions were 

obtained by varying drop heights, hammer masses, and pulse shaping material placed on the 

hammer impact surface. Drop distances ranged from 1 to 2.3 m and hammer masses ranged 

from 38.5 to 61.2 kg. Two different pulse shapers, as listed in Table 3.1 were placed between 

the hammer and impact plate to shape the acceleration: (1) a 38mm thick sheet (155x155 

mm) of expanded polystyrene (E=413 kPa) and (2) a 105x120 mm block of crushable 

aluminum honeycomb (E=10.3 MPa) with a 6.4 mm layer of latex. 

A combination of load cells, accelerometers, angular rate sensors, acoustic emission sensors, 

as well as a laser displacement device for capturing impact velocity and displacement were 

used in this study. Force, strain, and acceleration data were acquired through a TDAS 

(Diversified Technical Systems, Inc., Seal Beach, CA) data acquisition system at a sampling 

rate of 20 kHz with an anti-aliasing filter of 4 kHz. Laser displacement (Keyence America, 

Elmwood Park, NJ) and acoustic emission data were collected by a Synergy CS (Hi-
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Techniques, Inc., Madison, WI) high speed data acquisition system at a sampling rate of 1 

MHz with an anti-aliasing filter of 200 kHz. 

Each specimen was instrumented with 12 strain gages (Micro-Measurements C2A-06-

062LW-350) attached along the tibia diaphysis and the medial and lateral calcaneus to 

capture strains in the SAE-Z direction using cyanoacrylate adhesive (Figure 3.2). An SAE-Z 

accelerometer (Endevco 7264B-2000) and an SAE-Y angular rate sensor (ARS-8k) were 

attached to the tibia using a non-intrusive worm-drive clamp design. 

Table 3.1. Test matrix for drop tower test conditions containing averages and standard 
deviations. Measurements were taken from an accelerometer on the impact plate of the 
test fixture. 
Test Condition Number 

of Tests 
Hammer Mass 

(kg) 
Impact Accel. 

(g) 
Time-to-peak 

Az (ms) 
Reaction Mass 

(kg) 
Drop Tower P0 2 38.5 204.6 (21.7) 8.33 (0.60) 7.2 
Drop Tower P1 3 38.5* 361.9 (150.9) 4.07 (2.98) ∞ 
Drop Tower A 6 61.2 515.0 (44.7) 1.5 (0.1) 7.2 
Drop Tower B 7 34.2 485.4 (92.6) 2.2 (0.1) 7.2 

Reported values are averages with (standard deviations) 
*Includes one test using different hammer mass 

 
 A preliminary lumped-mass model (LMM) was developed based on the drop tower data 

in a previous paper;94 however, a reanalysis of the data would lead to an improved 

understanding of leg response, particularly if the data is combined with additional PMHS 

data with various loading conditions. A new LMM (to be discussed later) will be fit using a 

different distribution of mass in order to accommodate a variety of boundary conditions and 

compare to the Mil-Lx ATD. Additionally, this data was used by Gabler et al. to improve the 

biofidelity of a human finite element model. 

3.2.2 Linear Impactor Test Methodology 
 Additional leg component tests were performed using a pneumatic linear impactor. Extra 

instrumentation was added for these tests, particularly a footplate load cell, calcaneus 
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accelerometer, and three 6-axis accelerometer-angular rate sensor cubes along the length of 

the tibia. Having obtained information about the injuries expected from a proximal tibia 

boundary allowed to translate in the SAE-z direction from the drop tower tests, a fixed 

proximal boundary (no translation or rotation) condition was used for the impactor tests. 

The potted proximal tibia boundary provides a boundary condition which can be more easily 

modeled compared to the Funk et al. (2002) tests which included the knee resting against a 

fixed boundary. These tests will improve the understanding of the response of the leg itself 

rather than be complicated by the behavior of the knee joint. 

For these tests, a composite structure foot platen was impacted with the foot placed on the 

platen prior to impact. The transfer piston of the linear impactor contacted a polyurethane 

or Sorbothane rubber (Sorbothane, Inc., Kent, OH) pulse shaper to control the input pulse to 

the foot. The limbs were potted using methods similar to those used for the drop tower test, 

and instrumented according to Figure 3.3.  Prior to and after potting, the specimen was 

weighed to determine specimen mass. The test rig, shown in Figure 3.4, includes a proximal 

tibia load cell (mounted to the potting cup), a footplate load cell, platen accelerometers, and 

load cell accelerometers for mass compensation. The test fixture is mounted to a reaction 

sled which remained in a fixed position for all tests. 
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Figure 3.3. Instrumentation for 
PMHS component impactor tests, 
which included strain gages, 
accelerometers, an acoustic sensor, 
and load cells. 

Figure 3.4. Lower extremity test rig, using a 
pneumatic linear impactor and polyurethane pulse-
shapers. The figure shows the location of the 
footplate and proximal tibia load cells. 

 
 The test matrix shown in Table 3.2 consists of testing 36 PMHS leg components using 

three different hammer velocities. The goal was to produce injury at intermediate and high 

levels and perform a paired Student’s t test to determine whether the average force at 

fracture is significantly different to a significance level of p=0.05. The low tests were to be 

sub-injurious to provide response data for benchmarking finite element models and 

comparing to ATD response. 

Table 3.2. Test matrix for impactor test conditions containing averages and standard 
deviations. Measurements were taken from an accelerometer on the test fixture footplate. 

Test 
Condition 

# of 
Tests 

Acceleration 
(g) 

Time-to-
peak (ms) 

Velocity 
(m/s) 

Time-to-
peak (ms) 

Stroke Limit 
(mm) 

Low 12 7.3 (1.4) 7.60 (0.77) 0.5 (0.1) 13.63 (0.92) 50 
Intermediate 12 75.1 (7.9) 3.48 (0.04) 2.4 (0.1) 7.69 (0.25) 50 
High 12 192.3 (6.1) 3.50 (0.23) 4.5 (0.5) 8.11 (0.52) 38 
Reported values are averages with (standard deviations) 

 
 High speed dynamic x-ray was used during these tests to provide further information 

about location and progression of injury during axial loading. While previous studies  used 

acoustic emission to estimate time of fracture,73 the use of dynamic x-ray will provide critical 
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information about time and location of fracture initiation, which will be valuable for 

providing information about how to analyze previous injury data (Figure 3.5). While the 

acquisition rate is lower for the dynamic x-ray (5000 Hz), it provides additional information 

which is helpful for interpreting the acoustic emission and strain gage data also collected for 

these tests. 

 

 

Figure 3.5. Dynamic lateral x-ray frame from an 
injurious intermediate level impactor test showing 
fracture of the calcaneus and tibial pilon. 

 
 The fixed boundary condition used in these tests enabled greater control of input 

conditions than was achieved using the drop tower setup. Potting the proximal tibia, though 

an unrealistic boundary condition, allowed for a simpler boundary condition at the proximal 

tibia and helped provide additional information about the response of the tibia itself as 

opposed to the Funk et al. study70 which included compliance of the knee. Further, this test 

setup did not include a compliant interface between the aluminum footplate and the foot, 

which further simplified the boundary conditions to allow for assessment of how variation 

of input conditions affects the leg. 
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3.2.3 Data Processing 
All data was filtered using a CFC 1000 filter188 and accelerations were transformed to a 

local body-centric leg coordinate system based on landmarks described by Wu et al.,226  and 

aligned with the Society of Automotive Engineers J-211 coordinate system 188. While these 

transformations were possible for the impactor tests, not enough data was collected to 

perform these transformations for the drop tower tests due to lack of off-axis 

instrumentation in this test series. To reduce anatomical variability in the data, the 

accelerations and forces were scaled to 50th percentile human male leg mass (4.54 kg) using 

the Global Human Body Model Consortium (GHBMC) 50th percentile male finite element 

model to estimate the leg mass,199 and using an equal velocity-equal stress scaling 

technique.62 Leg compression was normalized to the length of the leg from the edge of the 

plate to the edge of the pot, which was approximately the most proximal point of the tibia; 

this distance was estimated to be 532 mm using the GHBMC model. Additionally, average 

responses and +/- one standard deviation corridors were produced for each test condition 

using the method described by Lessley et al. which uses an elliptical technique to account for 

variance in both variables being analyzed.123 

3.2.4 Results 
Average test conditions for both impactor and drop tower studies are provided in Table 

3.3 and average results are reported in Table 3.4, separated by test condition. Force rates 

were estimated using the slope from 20- and 80-percent of the peak proximal tibia force for 

each test, and all forces reported were mass-compensated if the load cell was not stationary. 

Injuries from both the drop tower and impactor tests included calcaneus, talus, and distal 

tibia (pilon) fractures. These injuries are outlined in further detail in supplemental electronic 

resources and will be discussed in a future publication when necropsies have been 
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completed. Table 3.4 shows that the highest force rates were recorded for the Drop Tower A 

condition, while the highest peak forces were reached with the Impactor High condition. 

Despite having higher impact velocities, the impactor tests had lower footplate velocities 

than the drop tower tests. 

 

Table 3.3. Summary of test conditions for drop tower and impactor tests 

Test Condition Number 
of Tests 

Impactor 
Mass (kg) 

Impact Velocity 
(m/s) 

Reaction Mass 
(kg) 

Energy 
(kJ) 

Drop Tower A 6 61.2 5.25 (0.60) 7.2 8.53 (1.80) 
Drop Tower B 7 34.2 4.86 (0.35) 7.2 4.06 (0.60) 
Impactor Low 12 10.5 3.48 (0.22) ∞ 0.69 (0.08) 

Impactor Medium 12 10.5 5.44 (0.69) ∞ 1.70 (0.46) 
Impactor High 12 10.5 11.13 (1.05) ∞ 7.07 (1.39) 

Velocities and energies are averages with (standard deviations) 
 

Table 3.4. Averages and standard deviations for test results 
Test Condition Peak FP 

Acceleration 
Acc. Time-

to-peak 
Peak FP 
Velocity 

Vel. Time-
to-peak 

Peak Force1 Force Rate2 

 (g) (ms) (m/s) (ms) (kN) (N/ms) 
Drop Tower A 515.0 (44.6) 1.5 (0.1) 6.7 (0.2) 3.10 (0.07) 6.29 (1.37) 7334 (1905) 
Drop Tower B 485.2 (92.4) 2.2 (0.1) 5.0 (0.5) 2.82 (0.13) 8.44 (1.51) 4622 (1199) 
Impactor Low 7.3 (1.4) 7.60 (0.77) 0.5 (0.1) 13.63 (0.92) 4.91 (0.8) 373 (85) 

Impactor Medium 75.1 (7.9) 3.48 (0.04) 2.4 (0.1) 7.69 (0.25) 10.96 (2.36) 2226 (361) 
Impactor High 192.3 (6.1) 3.50 (0.23) 4.5 (0.5) 8.11 (0.52) 14.39 (4.83) 4391 (876) 

FP=Footplate 
Average values are reported with (standard deviations) 
Note:  All acceleration and force values are for the negative SAE-z direction. 
1Forces were mass compensated and mass normalized to a 4.54 kg component leg mass 
2Force rates were calculated using slope between 20 and 80% of peak proximal tibia force 

 
Response corridors are presented in Figure 3.6 A-F for footplate acceleration, proximal 

tibia force, and force versus leg compression. These corridor plots show the average 

response and +/- one standard deviation of the mean. Despite the precision of the input 

acceleration for each test condition and normalizing the data by mass and length scaling, 

variation is shown in the output responses due to specimen variability. Additional results for 

forces and compressions are provided in Appendix 10.3, and Table 3.5 provides a summary 

of individual PMHS test results. Additional injury details can be found in Appendix 10.2. 
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Figure 3.6. Footplate acceleration (a, b), proximal tibia force (c, d), and force-compression 
(e, f) response corridors for drop tower and impactor tests. Forces were mass-normalized 
and compressions were length-normalized to represent the response of a 50th percentile 
male subject. Note that tests Impactor 09 and Impactor 27 were excluded from the force-
compression corridor due to eversion of the foot during the test. 



111 
 

 
 
 

a. 

 

b.

 

c. 

 

d. 

 

Figure 3.7. Tibia displacement (a, b), calcaneus displacement (c), and footplate force 
corridors for drop tower and impactor test conditions. Tibia displacements were 
calculated from transformed distal tibia acceleration for the impactor study, and 
untransformed single-axis acceleration for the drop tower study. Calcaneus displacements 
were calculated from single-axis accelerometers mounted to the calcaneus. 
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Table 3.5. Summary of Component PMHS Test Results 
Test 

ID 
Test 

Condition 
Age Mass Peak Prox. 

Force 
Force 
Rate 

Peak AZ Fx Strain Strain 
Rate 

Fracture* 

  (years) (kg) (kN) (N/ms) G (uS) (uS/ms)  
Imp 01 Medium 62 104 11.29 2.19 72.8 - - C, P 
Imp 02 Low 60 75 2.97 0.40 7.7 804 91 NF 
Imp 03 Low 63 80 3.05 0.32 6.2 1958 273 NF 
Imp 04 Low 42 104 3.29 0.44 9.4 885 116 NF 
Imp 05 Low 67 72 3.53 0.45 8.8 4125 375 C 
Imp 06 Low 74 73 3.60 0.35 8.8 3284 277 NF 
Imp 07 Medium 28 81 14.04 3.08 66.1 4822 410 NF 
Imp 08 Medium 65 97 7.83 1.73 65.0 5690 1261 C,T,P 
Imp 09 Medium 66 86 8.82 2.06 67.2 4454 896 C 
Imp 10  Low 56 62 3.61 0.31 5.2 2087 202 NF 
Imp 11  Low 67 72 3.26 0.39 6.2 3347 335 NF 
Imp 12 Low 74 73 4.76 0.24 5.7 1109 105 NF 
Imp 13 Medium 60 77 9.39 1.71 74.8 4955 934 C, T, P, F 
Imp 14 Medium 58 54 9.94 1.82 67.0 3285 720 NF 
Imp 15 Medium 56 79 10.53 1.82 73.4 2874 775 C, P 
Imp 16 Low 61 49 4.50 0.24 7.3 2160 171 NF 
Imp 17 Low 61 49 4.50 0.30 6.5 1498 196 NF 
Imp 18  Low 60 75 3.29 0.28 8.4 1735 134 NF 
Imp 19 Low 65 95 3.75 0.32 7.6 679 78 NF 
Imp 22 Medium 55 91 13.67 2.67 80.8 - - P, F 
Imp 23 Medium 65 101 9.28 2.08 88.6 3056 900 C 
Imp 24 Medium 59 64 6.67 1.89 78.2 5503 1784 C 
Imp 25 Medium 65 118 12.48 1.90 83.5 4950 817 C, P 
Imp 26 Medium 54 90 11.69 2.56 83.4 - - C, T 
Imp 27 High 62 104 10.68 3.55 194.5 - - C 
Imp 28 High 65 101 9.38 3.28 182.9 5600 2586 C 
Imp 29 High 59 64 10.23 4.19 195.1 5528 1759 C 
Imp 30 High 65 118 10.70 3.29 192.6 3440 727 C 
Imp 31 High 65 97 8.01 5.29 186.7 6345 2187 C, P 
Imp 32 High 54 90 12.59 4.55 194.6 6828 1158 C, P 
Imp 33 High 28 81 18.39 5.14 182.0 6229 1980 C 
Imp 34 High 60 77 11.77 4.77 192.3 7080 - C, T 
Imp 35 High 58 54 13.76 5.08 203.2 7065 1238 C, P 
Imp 36 High 56 79 10.35 3.10 198.9 - - C, M 
Imp 37 High 55 91 12.39 4.08 191.6 7135 1123 C, T, M 
Imp 38 High 66 86 10.31 5.99 193.8 5530 1416 C 
DT 08 A 59 118 10.44 6.93 541.4 - - C 
DT 09 A 53 127 13.10 10.46 554.6 - - NF 
DT 10 A 64 104 10.51 9.29 532.1 - - P 
DT 11 A 53 127 12.86 12.16 447.5 - - C,T 
DT 12 A 47 73 7.18 5.24 470.2 - - C 
DT 13 A 60 104 9.21 8.09 544.2 - - C, P 
DT 14 B 54 117 7.77 5.30 579.1 - - C, T 
DT 15 B 47 73 6.97 6.46 605.1 - - C 
DT 16 B 60 82 4.47 3.98 520.3 - - C 
DT 17 B 60 82 5.05 3.30 338.8 - - C 
DT 18 B 54 117 8.38 4.93 488.5 - - NF 
DT 19 B 53 73 8.64 5.90 438.7 - - NF 
DT 20 B 53 73 6.85 4.60 427.0 - - NF 
*C=calcaneus fracture, T=talus fracture, P=Pilon fracture, t=tibia fracture, F=fibula fracture, M=malleolus fracture, 
NF=no fracture 
Note: Since post-test necropsies were not performed for the impactor test series, only the fractures visible in the 
dynamic x-ray footage are reported.  -Data is not normalized 
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 Average maximum strain (or strain at failure) for the calcaneus for low, medium, and 

high impactor conditions was 1970±1110 μS, 4400±1060 μS, and 6080±1130 μS, 

respectively. Average strain rate calculated using 20- and 80-percent of the peak strain or 

strain at failure was 197±99 μS-ms-1, 940±390 μS-ms-1, and 1570±540 μS-ms-1 for low, 

medium, and high conditions, respectively. It is important to consider the limitations 

associated with the conclusions that can be drawn from the calcaneus strain data. Strain 

gages were placed in only one location on the calcaneus, and the dynamic x-ray footage 

shows that fracture in the calcaneus initiated at different locations. Thus, the maximum 

strain measured by the strain gage may not be a measure of failure strain. Further, the 

irregular geometry of the calcaneus results in complicated strain fields, which have potential 

to vary greatly from specimen to specimen. 

3.2.5 Discussion of Results 
The drop tower force-compression corridors show a distinct toe-region compared to 

those from the impactor tests. Since both test series used similar amounts of preloading (100 

N in the drop tower tests and 116 N for the impactor tests), this behavior cannot be explained 

by differences in initial heel pad compression. Alternatively, this effect may be explained by 

the fact that since the proximal boundary is allowed to translate in the drop tower tests, mass 

is incrementally accumulated slower than for the fixed boundary. Additionally, the mass of 

the soft tissue of the leg may be recruited differently for the drop tower tests because of the 

translation allowed by the boundary condition. The limited motion in the impactor tests 

diminishes the leg’s soft tissue mass recruitment compared to the larger (yet still small) 

displacements allowed by the drop tower setup.  
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As expected, higher overall leg stiffness was estimated for higher leg compression rates 

in both test setups. Figure 3.8 shows that within each test setup, overall leg stiffness 

increased with force rate. For each of the impactor test conditions, force rate was 

significantly different, as was leg stiffness, according to Welch’s t-test (α=0.05) results 

comparing means for individual test conditions (p<<0.01). The same was true for the two 

drop tower test conditions for both normalized and non-normalized data. Welch’s t-test 

between Drop Tower B and Impactor High conditions revealed that though the force rates 

were not significantly different (p=0.67 for normalized data), estimated leg stiffness was 

significantly different (p=0.008). Further, Drop Tower A and Impactor High, and Drop Tower 

B and Impactor Medium conditions did not have significantly different leg stiffness (p=0.57 

and p=0.10, respectively) despite having significantly different force rates (p=0.01 and 

p=0.002, respectively) for the normalized data. The same was true for the non-normalized 

data. 

 

Figure 3.8. Comparison of leg stiffness and proximal tibia force rate 
for test groups showing that leg stiffness is significantly different for 
different load rates. Averages are shown for normalized and non-
normalized data; error bars indicate ± one standard deviation. 
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These results are expected based on the concepts of momentum transfer and inertia. 

Despite having similar proximal tibia force rates, the estimated leg stiffness for the Drop 

Tower B condition is lower than for the Impactor High condition. This is due to the fact that 

higher forces (and larger compressions) are concentrated near the impact plate rather than 

transmitted to the proximal tibia where the forces are measured for the drop tower tests. 

When the leg is impacted at a high velocity, momentum is transferred to the foot, which 

produces localized deformations (or fractures) before transferring the momentum to more 

proximal structures. For lower momentum impacts, less deformation occurs locally before 

the transfer of momentum, thus accelerations close to the impact site are comparable to 

those at the proximal tibia, which reduces the difference between proximal and distal force 

rates. 

 Injury patterns are consistent with this concept. For tests with multiple fractured bones, 

calcaneus fractures occurred prior to the more proximal fractures, as evidenced by dynamic 

x-ray. Calcaneus fractures were a combination of both non-articular and articular, displaced 

and non-displaced. Comminution of the calcaneus was common in the tests in which the 

calcaneus was the only fractured bone (Figure 3.14, Figure 3.15). Less severe (non-articular 

or un-displaced) calcaneus fractures were present for the cases where pilon or talus 

fractures were also present. This pattern suggests that for the cases in which the calcaneus 

fractured to the extent that it could no longer transmit load, other fractures were not able to 

occur. Conversely, if the calcaneus was only slightly fractured (or not at all), the loads from 

the footplate were better able to transmit to other bones in the ankle to produce subsequent 

fractures. 
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To obtain a better understanding of how location of leg compression changes with load 

rate, tibia accelerometer data were used to estimate the percentage of leg compression 

associated with the foot/ankle and tibia. Results of this analysis showed that compression of 

the foot (heel pad and ankle compression) accounted for a majority of the total leg 

compression (>75%) at peak force and that as loading rate increased, the percentage of total 

leg compression was increasingly dominated by foot compression. The drop tower tests had 

a significantly larger percentage of foot compression at 20- versus 80-percent of peak force 

compared to the impactor tests (p=0.03). Though the results were not significant, test 

conditions with higher force rates had a larger proportion of foot compression at 20- 

compared to 80-percent of peak force. Normalized foot compression (as estimated from 

double integration of distal tibia and footplate accelerometers) versus proximal tibia force 

corridors are provided in Figure 3.9. 

 

 

Figure 3.9. Normalized foot compression versus proximal tibia force corridors for the drop 
tower and impactor studies.  The figure on the left shows the drop tower corridors with 
the Impactor Low condition overlaid for reference. The figure on the right shows the 
normalized foot compression versus proximal tibia force for the impactor conditions. 
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The leg stiffness estimated in this study, ranging from 706 N/mm for the Impactor Low 

condition to 1600 N/mm for the Drop Tower A condition are consistent with a study by 

Kuppa et al. which modeled the foot and leg as a single degree of freedom spring-mass-

damper system with a spring stiffness of 963 N/mm.114 Other studies found leg stiffness to 

be 174 and 142 N/mm, though loading rates are assumed to be lower than the current 

study.6,42 Further, those studies which modeled the foot and leg separately as a multiple 

degree of freedom system for rates comparable to the current study found the leg stiffness 

(not including the foot) to be much higher (~8800 N/mm), while foot stiffness was estimated 

between 460 and 2000 N/mm.94,106 These results are also consistent with the current study’s 

results considering that the equivalent stiffness from combining those springs in series 

would range from 500-1600 N/mm. 

3.2.6 Evaluation of Force as an Injury Predictor 
 The impactor study data was used to evaluate whether force duration affects force at 

fracture in the leg. Specimens in the intermediate and high loading groups were paired such 

that the right and left legs from 12 specimens were divided into these two groups. Since the 

age, sex, mass, and bone mineral density characteristics are assumed to be equal for these 

two groups, a t-test comparing the average force at fracture for the two groups should be 

sufficient. Figure 3.10 compares the impactor medium and high groups, where force 

duration and time-to-peak were different for each loading condition. Since the 9 ms and 15 

ms groups contained leg specimens from the same whole body subjects, these two groups 

are directly comparable. 
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Figure 3.10. Average forces recorded for the footplate and proximal tibia at time of 
calcaneus fracture and time of the 2nd fracture (if applicable) for the impactor medium and 
high conditions. Standard error is indicated by error bars and p-values for a two-tailed t-
test are shown for testing for difference in the averages. 

 
 As previously mentioned, risk of foot and leg fracture due to UBB loading is currently 

assessed using forces measured at the mid- and proximal tibia.135,151,231 A previous study 

summarized the benefits of using force measured at the plantar surface of the foot compared 

to more proximal force measurements due to the frequency of calcaneus fractures in axial 

impact loading events and the inertial differences between the foot and proximal or mid-

tibia.12 In order to quantify the inaccuracies associated with using proximal tibia force to 

assess injury risk, time of fracture and time of peak footplate and proximal tibia force were 

compared (Figure 3.11). While the average absolute difference between time of fracture and 

time of peak footplate force was 0.32 ms for the impactor tests, the average difference for 

the proximal tibia force time-to-peak was 0.49 ms, though the difference was not significant 
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(p=0.16). Time of peak proximal tibia force and time of fracture varied by an average of 0.86 

ms for the drop tower tests despite times to fracture being less for the drop tower tests 

compared to the impactor tests. In all tests, time of fracture occurred prior to peak proximal 

tibia force indicating that peak proximal tibia force was higher than for time of fracture. 

Previous injury criteria based on this measure may over- or under-predict based on the 

censoring used in the study and the degree to which force transmission was affected by 

fracture.70,82,135,231 

 Having shown that peak footplate force is superior to peak proximal tibia force in terms 

of timing, force at fracture was compared for the impactor medium and high conditions to 

assess whether a single threshold of force is sufficient for predicting injury outcome when 

multiple loading rates are considered. Figure 3.11 showed that footplate force and proximal 

tibia force at the time of calcaneus fracture were also significantly different for the two 

loading conditions, despite efforts to minimize the effect of specimen variability. This result 

has major implications for the development of future leg injury criteria, considering that only 

peak force is currently used to estimate injury risk. Though strain rates were significantly 

different for the two test conditions, strain-rate dependence of bone strength cannot account 

for the magnitude of difference in force at fracture. Assuming that the ultimate compressive 

strength for cortical bone is proportional to the strain rate raised to the 0.06 power, the 

difference in strain rate between the two test conditions would only account for a three 

percent difference in strength.38 
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Figure 3.11. Time of first fracture compared to time of peak footplate and proximal tibia 
forces for all injurious impactor and drop tower tests. 

 
 An alternative hypothesis is that duration of the load affects the force at fracture since 

the time-to-peak force was also significantly different for the two test conditions. 

Interestingly, impulse to fracture (integral of force from initiation of impact to fracture) was 

not significantly different for the two test conditions (p=0.76), though impulse at time of 

peak force was greater for the low impactor test condition. The invariance of impulse at time 

of fracture between these two conditions warrants further investigation. Though previous 

injury criteria for the femur, neck, spine, and head have incorporated duration dependence, 

no duration-dependent injury criteria currently exists for axial loading of the leg.140,197,208 
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 The results from this analysis suggest that force is an insufficient injury predictor when 

considering a larger range of load durations or frequencies. Thus, a duration- or frequency-

dependent injury criterion is necessary to accurately predict injury across both automotive 

and underbody blast loading regimes. These results also suggest that impulse may be a useful 

for injury prediction, though it is important to figure out how this measurement would be 

interpreted by the ATD. 

3.2.7 Injury Location 
 Injury patterns from the drop tower and impactor studies are consistent with previous 

studies in terms of location of fracture. Calcaneus fracture occurred in 29 of the 49 tests, with 

pilon fractures being the second most common fracture, occurring in 11 tests (Figure 3.12). 

For three tests, fracture occurred in the talus or pilon without an accompanying calcaneus 

fracture. Drop Tower 10 resulted in a lone pilon fracture, while Impactor 22 resulted in a 

pilon and fibula fracture. For the case of Drop Tower 10, the opposite leg from the same 

whole body specimen also sustained a pilon fracture, though a calcaneus fracture also 

occurred. Aside from these two occurrences, no other drop tower tests resulted in pilon 

fractures, but with the exception of Impactor 13, pilon and talus fractures did not occur 

together.  
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Figure 3.12. Frequency of fracture location for the drop tower and impactor 
PMHS studies. 

 
 For the impactor tests, there seemed to be no pattern for the occurrence of pilon 

fractures. Pilon fractures occurred for both medium and high test conditions, but only once 

in the absence of a calcaneus fracture. For tests with multiple fractured bones, calcaneus 

fractures occurred prior to more proximal fractures, as evidenced by dynamic x-ray (Figure 

3.13).  
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Figure 3.13. Time-stamped images are shown from a dynamic x-ray video of a high 
condition impactor test. The images are shown for the time of onset of calcaneus (Image 
A) and tibia pilon (Image B) fractures. Time is shown in seconds, where impact with the 
footplate occurred at t=0 s. These images confirm the hypothesis that in the case of 
multiple injuries, calcaneus fractures are likely to be the first fracture when the leg is 
impacted at the plantar surface of the foot. 

 

 Calcaneus fractures involved a combination of both non-articular and articular surfaces, 

and displaced and non-displaced fractures. Comminution of the calcaneus was common in 

the tests in which the calcaneus was the only fractured bone (Figure 3.14). Less severe (non-

articular or un-displaced) calcaneus fractures were present for the cases where pilon or talus 

fractures were also present (Figure 3.15). This suggests that for the cases in which the 

calcaneus fractured to the extent that it could no longer transmit load, other fractures were 

not able to occur. Conversely, if the calcaneus was only slightly fractured (or not at all), the 

loads from the footplate were better able to transmit to other bones in the ankle to produce 

subsequent fractures. Though stress concentrations were likely the cause of calcaneus 
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fracture in many instances, the variation in location of calcaneus fracture in these tests 

suggests that regardless of the presence of padding at the plantar surface of the foot, the 

calcaneus is still most likely to be fractured in these primarily axial loading events. 

 

 

Figure 3.14. Medial view of a comminuted calcaneus 
without the presence of other fractures due to dissipation 
of energy (Impactor 33). 

 

 

Figure 3.15. Medial and inferior views of a less severe calcaneus fracture accompanied 
by a tibia fracture radiating from the pilon (Impactor 15). 
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 Talus fractures were less common than pilon fractures for the impactor study, but more 

common than pilon fractures for the drop tower study. Though the ratio of pilon to talus 

fractures are dissimilar for these two boundary conditions, other differences between the 

data sets including load rate, load duration, and characteristics of the specimen groups 

prevent a conclusion from being drawn about boundary conditions and injury location. In 

theory, however, it seems that without the fixed boundary condition which prevents the tibia 

from translating once impact occurs, a greater amount of energy must be applied to the leg 

in order that sufficient energy to fracture the pilon remains after the energy dissipation due 

to calcaneus fracture. Further, the energy of this impact must be applied at a fast enough rate 

so that the tibia cannot simply translate, which may require higher impact velocities than 

those used in the drop tower study. 

 An earlier study by Funk et al. concluded that the presence of Achilles tension increases 

the likelihood of pilon fracture when the leg is exposed to axial loading because of the 

additional force placed on the tibia rather than the entire leg. Funk et al.’s study compared 

the fractures resulting from two groups: one with tension applied to the Achilles tension, and 

one without. The group with Achilles tension sustained more pilon fractures than the group 

without, however, many of the pilon fractures occurred without the presence of calcaneus 

fracture.70 The absence of Achilles tension in these tests suggests that the combination of the 

“fixed” boundary condition and the application of sufficient force and energy to create a 

succession of calcaneus and pilon fractures may be the cause of these differences in injury 

pattern among the drop tower, Funk et al., and impactor studies. 

 Previous studies have hypothesized that the location of fracture for axial loading of the 

leg depends on the bone mineral density of individual bones. McMaster et al. compared the 
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average BMD for groups with specific injuries and the BMD of individual bones. This 

comparison revealed that the average calcaneus BMD for calcaneus fractures was 

significantly lower than the group with pilon or talus fractures. In general, the bone mineral 

density for other regions of the foot/leg was higher than for the calcaneus, which would tend 

to predispose the leg to calcaneus fractures rather than more proximal fractures both 

because of the relationship between BMD and bone strength and higher inertial loads closer 

to the location of impact. The malleolar fracture and no-fracture groups in the McMaster et 

al. study had the highest BMD for most regions, suggesting that in the case of the no-injury 

group, the specimens had higher bone strengths than the rest.138 The fact that the malleolar 

fracture group had a higher average BMD suggests that the specimens may have been strong 

enough to resist fracture under axial loading, malleolar fractures may have occurred due to 

the ankle being predisposed to inversion when axial intrusion proceeds past a certain point. 

This tendency toward inversion was observed in the impactor study as well as previous tests 

in which the proximal boundary was fixed.70,181 

 Since BMD was not recorded for individual bones in the leg, it is not possible to prove 

that the tests resulting in talus and pilon fractures had lower tibia or talus BMD than other 

specimens which sustained calcaneus fractures. Another factor which may play a role in 

determining injury location is individual bone geometry. Stress concentrations caused by 

irregular edges that articulate with other bones may be a cause for fracture occurring in 

locations other than those expected. For example, a smaller articulation surface between the 

talus and tibia pilon could results in pilon or talus fracture rather than the more frequent 

calcaneus fracture if the area is small enough to produce stresses greater than the failure 

stress of either of the two bones. A study by Bruckner investigated the geometric differences 
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of the subtalar joint and showed that the number of facets on the calcaneus can significantly 

affect the contact area between the calcaneus and talus.31 This result suggests that the 

variations in bone geometry can affect the fracture location in the foot. 

 For the impactor data set, calcaneus fracture did not all originate at the same location. 

Dynamic x-ray showed that calcaneus fractures originated at both the contact point of the 

heel with the footplate (Figure 3.16A) as well as radiated from stress concentrations in the 

subtalar joint where the calcaneus articulates with the talus (Figure 3.16B).  

 

 

Figure 3.16. Dynamic x-ray snapshots at time of fracture to show variation in 
location of calcaneus fracture initiation. Figure A shows the calcaneus fracture 
initiation from the impact site for Impactor 33, which Figure B shows the 
calcaneus fracture initiating from the subtalar joint for Impactor 24. 

 
 Fracture patterns were consistent with the injuries produced by a live-fire whole body 

PMHS test series performed by Danelson et al to replicate UBB conditions.60 Of 14 subjects, 

eight sustained calcaneus fractures and one sustained a distal tibia fracture. Drawings of the 

fractures produced by Danelson et al. show similar fractures to those produced by the 
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impactor study in that the calcaneus fracture extends from the plantar surface toward the 

surface that articulates with the talus. The pilon fracture extends proximally from the 

articular surface, as the case for the pilon fractures from the impactor study. 

3.2.8 Limitations and Conclusions 
The drop tower and impactor studies provide a comparison of response of the leg when 

under free and fixed proximal boundary conditions. The simplicity of the boundary 

conditions used in the tests make this data ideal for validating human body finite element 

models for a wider range of loading rates. For all test conditions, total leg compression was 

dominated by foot compression (>75%) at peak force. Additionally, higher stiffness was 

calculated for higher load rate conditions within each test set-up, and the range of stiffness 

calculated for this set of experiments was consistent with previous attempts to characterize 

leg stiffness.6,42,106,114 Calcaneus injuries accounted for a majority of the injuries and through 

the use of high speed x-ray were found to occur prior to more proximally located fractures 

in all tests where multiple fractures occurred. 

This study’s demonstration of the sensitivity of the proximal tibia’s force at fracture to 

different proximal boundary conditions and loading rates emphasizes the fact that further 

effort must be focused on development of an injury criterion which is valid for a wider range 

of loading conditions in order to be used for AI and UBB. The major contribution these tests 

was the finding that magnitude of force is not a sufficient injury predictor, even when 

measured close to the location of fracture. Limitations of this study include that only two 

injurious loading conditions (impactor medium and high) were used to show the 

dependence of force at fracture on impact condition since the drop tower study did not 

measure footplate force. Nonetheless, the conclusions brought forth by these tests 
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demonstrate the necessity of focusing on the duration-dependence of fracture force on a 

more continuous level in order to develop an injury criterion that can be used for the wide 

range of loading rates typical of AU and UBB. The next two chapters will discuss tools for 

understanding the response of the leg to different forces and durations (frequencies) using 

a finite element model of the human leg to perform a parametric study, and lumped mass 

models to characterize the relationship between force, duration (frequency), impulse, and 

leg compression (deflection). 

  



130 
 

4 Human Leg Finite Element Modeling 
While the experimental data discussed in the previous section showed that load duration 

affects the magnitude of force at fracture, the pulse shape-dependence of the response of the 

human leg and continuous nature of the relationship between force and duration are not 

easily extracted from the data. For the purpose of providing a more deterministic 

understanding of the response of the human leg to a spectrum of axial loading frequencies, a 

finite element modeling approach was taken. An existing finite element model of the human 

leg was first benchmarked, then used in a parametric study to compare the response of the 

human leg to variations in impact conditions. 

4.1 Modified GHBMC Leg Model 
 The Phase I GHBMC 50th percentile male leg model (version 3.5) was previously modified 

to incorporate rate-dependent properties, and the mesh was refined for the bony structures 

of the foot including the calcaneus, talus, tibia, and fibula, as described in a paper by Gabler 

et al.78,200 The original model was previously validated by Shin et al., and includes deformable 

bones in the hindfoot, and rigid bones in the forefoot. Forty-two ligaments and 26 bones are 

included in the model, and cortical and cancellous bone is modeled separately.193 The model 

developed by Gabler et al. will heretofore be referred to as the University of Virginia (UVA) 

leg model. 
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Figure 4.1. GHBMC leg model validated by Shin, et al.,193 which 
included rigid forefoot bones, deformable hindfoot bones, ligaments, 
and solid and shell elements to model the soft tissue. (Image from 
presentation by Panzer et al. 2014) 

 
 Modifications were made to the mesh and material properties of the leg model to 

incorporate rate-sensitivity. Mesh size for the tibia, fibula, calcaneus, and talus was 

decreased and rate-sensitive properties were incorporated using 

*Mat_Piecewise_Linear_Plasticity (Table 4.1). Bone yield stress was scaled as a function of 

strain rate, and failure strain was defined as 2.2 percent plastic strain for cortical bone and 

13.4 percent plastic strain for cancellous bone. 
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Table 4.1. Summary of material property changes made to the GHBMC leg model by Gabler 
et al. (2014)76 

Part GHBMC version 3.5 UVA Model 
Calcaneus 
Cortical Bone 

*Mat_Plastic_Kinematic 
(ρ=2g-cm2, E=17.5GPa, 

σY=165MPa, ν=0.29, 
σU=165MPa) 

*Mat_Piecewise_Linear_Plasticity 
(ρ=2g-cm2, σY=140MPa, ν=0.3, 

σU=214MPa) 

Calcaneus 
Cancellous Bone 

*Mat_Plastic_Kinematic 
(ρ=1.1g-cm2, E=455MPa, 

σY=5.3MPa, ν=0.3) 

*Mat_Piecewise_Linear_Plasticity 
(ρ=1.1g-cm2, E=68MPa, σY=544kPa, 

ν=0.1, σU=8.24MPa) 
Talus Cortical 
Bone 

*Mat_Plastic_Kinematic 
(ρ=2g-cm2, E=17.5GPa, 

σY=165MPa, ν=0.29, 
σU=165MPa) 

*Mat_Piecewise_Linear_Plasticity 
(ρ=2g-cm2, σY=140MPa, ν=0.3, 

σU=214MPa, εU=0.022) 

Talus 
Cancellous Bone 

*Mat_Plastic_Kinematic 
(ρ=1.1g-cm2, E=455MPa, 

σY=5.3MPa, ν=0.3) 

*Mat_Piecewise_Linear_Plasticity 
(ρ=1.1g-cm2, E=1.07GPa, 

σY=8.564MPa, ν=0.1, εU=0.134) 
Tibia/Fibula 
Cortical Bone 

*Mat_Plastic_Kinematic 
(ρ=2g-cm2, E=17.5GPa, 

σY=125MPa, ν=0.3) 

*Mat_Piecewise_Linear_Plasticity 
(ρ=2g-cm2, σY=140MPa, ν=0.3, 

σU=214MPa, εU=0.022) 
Tibia/Fibula 
Cancellous Bone 

*Mat_Plastic_Kinematic 
(ρ=1.1g-cm2, E=455MPa, 

σY=5.3MPa, ν=0.3) 

*Mat_Piecewise_Linear_Plasticity 
(ρ=1.1g-cm2, E=1.07GPa, 

σY=8.564MPa, ν=0.1, εU=0.134) 
Foot Flesh *Mat_Ogden_Rubber 

(ρ=1g-cm2, ν=0.49) 
*Mat_Simplified_Rubber/Foam 

(k=2GPa) 
ρ=density, ν=Poisson’s Ratio, E=Young’s Modulus, σY=yield stress, σU=ultimate stress, 
εU=ultimate strain, K=bulk modulus. 

 
 Material properties for the heel pad were modified based on results from experimental 

PMHS heel pad compression testing performed by Gabler et al.78 Strain rates from the study 

ranged from 0.001 to 13 s-1. Constitutive modeling of the heel pad material was performed 

using a Quasi-linear viscoelastic (QLV) framework. The material model was then 

implemented in LS-Dyna using Mat_Simplified_Rubber (MAT_181), which uses strain-rate 

dependent stress-strain curves to characterize the response of the material (Figure 4.2). 
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Figure 4.2. Stress-strain curves used to represent the stress-
strain response of the heel pad for different strain rates using 
MAT_181 in LS-Dyna as described by Gabler et al.78 

 

 As part of the validation of the model, Gabler et al. incorporated the leg FE model into a 

model of the drop tower setup by attaching a free plate to the potted end of the tibia via a 

load cell element. A preload of 100 N corresponding to the impact plate resting on top of the 

foot prior to impact in the experiment was applied to an impact plate also added to the FE 

model (Figure 4.3). Comparison between the FE model and the physical tests was made by 

focusing on load cell force and distal tibia strain. Drop tower tests 11 through 18 were 

simulated by prescribing the impact plate acceleration and running the model for 20 ms 

using LS-DYNA V971 R6.1.1. 
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Figure 4.3. University of Virginia leg model and PMHS drop 
tower set-up used for comparison of FE and experimental leg 
response to a prescribed impact acceleration time history. 

 

 The proximal tibia force and distal tibia strain response of the original and modified FE 

models was compared to experimental data from the drop tower PMHS study. The changes 

made to the model yielded significant improvement to model response, with the average 

overall CORA score improving from 0.53±0.05 to 0.90±0.08 for proximal tibia force, and from 

0.42±0.09 to 0.70±0.23 for anterior tibia strain. The improvement in the CORA score for 

proximal tibia force suggests that the modified model provides an excellent fit of the 

experimental data. While the average CORA score for the tibia strain shows only marginal 

similarity between the modified model and experimental results, it is not reasonable to 

assume that the FE model would be able to accurately predict such a localized strain 

response for individual specimens which may have different bone geometry than the FE 

model.  Sample plots taken from the Gabler et al. conference paper are shown as a visual 
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reference for the magnitude of improvement made between original and modified model 

response. 

Based on the results by Gabler et al. showing obvious improvement in the ability of the 

FE model to predict PMHS response for higher rate axial loading, the UVA leg model was 

chosen for use in the modeling efforts to be described. First, however, additional validation 

of the model was performed using the PMHS impactor test data. 

4.2 Human Leg Finite Element Model Benchmarking 
 The UVA 50th percentile male leg model was previously benchmarked using the drop 

tower PMHS tests (summarized in Section 4.1), but in order to ensure model biofidelity for 

other loading conditions relevant to the study, the model response was compared to PMHS 

response from the impactor study (Section 3.2.2). An impact plate and reaction plate were 

added to the model in order to replicate the boundary conditions from the PMHS tests 

(Figure 4.4). To match the boundary conditions from the impactor PMHS study, the proximal 

plate was fixed for all six degrees of freedom, and an SAE-z acceleration was prescribed to 

the impact plate. 
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Figure 4.4. LS-Dyna finite element model of the 
impactor test set-up used for additional model 
benchmarking. 

 
   

4.2.1 FE and Experimental Corridor Comparison 
 The average impact acceleration from each of the five PMHS test conditions was applied 

to the FE model as a prescribed acceleration on the impact plate. Experimental PMHS 

response corridors (scaled to estimate the 50th percentile male response) were then 

compared to the finite element responses. Plots of the experimental corridors are presented 

in Figure 4.5 through Figure 4.17 for proximal tibia force, tibia displacement, and foot and 

ankle compression. Time of fracture in the finite element models is indicated for each 

injurious test condition. 



137 
 

  

Figure 4.5. Comparison of the experimental 
±one standard deviation corridor and 
characteristic average and the average FE 
proximal tibia force response for the Drop 
Tower A condition. 

Figure 4.6. Comparison of the experimental 
±one standard deviation corridor and 
characteristic average and the average FE 
proximal tibia force response for the Drop 
Tower B condition. 

  

Figure 4.7. Comparison of the experimental 
±one standard deviation corridor and 
characteristic average and the average FE 
proximal tibia force response for the Impactor 
Low condition. 

Figure 4.8. Comparison of the experimental 
±one standard deviation corridor and 
characteristic average and the average FE 
proximal tibia force response for the 
Impactor Medium condition. 
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Figure 4.9. Comparison of the experimental ±one standard deviation corridor and 
characteristic average and the average FE proximal tibia force response for the Impactor 
High condition. 

  

Figure 4.10. Comparison of the experimental 
±one standard deviation corridor and 
characteristic average and the average FE 
tibia displacement response for the Drop 
Tower A condition. 

Figure 4.11. Comparison of the experimental 
±one standard deviation corridor and 
characteristic average and the average FE 
tibia displacement response for the Drop 
Tower B condition. 
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Figure 4.12. Comparison of the experimental 
±one standard deviation corridor and 
characteristic average and the average FE 
tibia displacement response for the Impactor 
Low condition. 

Figure 4.13. Comparison of the experimental 
±one standard deviation corridor and 
characteristic average and the average FE 
tibia displacement response for the Impactor 
Medium condition. 

 

Figure 4.14. Comparison of the experimental ±one standard deviation corridor and 
characteristic average and the average FE proximal tibia displacement response for the 
Impactor High condition. 
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Figure 4.15. Comparison of the 
experimental ±one standard deviation 
corridor and characteristic average and the 
average FE foot/ankle compression 
response for the Impactor Low condition. 

Figure 4.16. Comparison of the 
experimental ±one standard deviation 
corridor and characteristic average and the 
average FE foot/ankle compression 
response for the Impactor Medium 
condition. 

 

Figure 4.17. Comparison of the experimental ±one standard deviation corridor and 
characteristic average and the average FE foot/ankle compression response for the 
Impactor High condition. 
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 Quantitative comparison of FE and experimental results was performed using 

Correlation Analysis (CORA), a statistical methodology developed by Gehre et al. for 

quantifying the likeness of curves.85  To reiterate, CORA consists of three individual scores, 

“magnitude,” “progression,” and “phase.” The overall CORA score combines these three 

individual scores with equal weighting (wi) (see Eqn. 2.7). The CORA score may also 

incorporate a separate “corridor” rating, which rates each point of the curve on its position 

with respect to two degrees of corridor width. 

Based on the assumption that both peak and duration affect injury tolerance by way of 

compression, the weights assigned to the three parts of the CORA score were determined by 

a finite element modeling sensitivity study. Fourteen sinusoidal force input conditions were 

simulated using the UVA male leg model.78 The input conditions for the simulations are 

provided in Table 4.2 in terms of the magnitude and frequency of the half-sine wave applied 

force. Since phase shift is not expected to have an effect on displacement or compression of 

the leg for a given applied force, the phase portion of the CORA score was disregarded for 

this study.  

The goal of this exercise was to determine the weighting of the parts of the CORA score 

such that the overall CORA score for plantar force would relate to the difference in peak leg 

compression caused by the two force curves being compared. To accomplish this goal, CORA 

scores comparing the plantar force and CORA scores comparing resulting leg compression 

for each combination of the 14 simulations were calculated. This resulted in 105 sets of CORA 

scores.  
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Table 4.2. Input conditions for sensitivity study simulations 
Peak Applied Force (kN) Frequency(s-1) 

2 25 
4 50 
6 100 
8  

12  
  

 The relationship between the magnitude and progression scores for plantar force and 

the magnitude score for size was then estimated by minimizing the sum of squares error 

using a generalized reduced gradient nonlinear algorithm. Coefficients for magnitude and 

progression scores for force were constrained such that their sum was equal to one. Using 

all data points for this analysis showed that the comparison of the weighted CORA score for 

plantar force to the size CORA score for leg compression was skewed by the highly dissimilar 

data points with low CORA scores (Figure 4.18). To provide a better fit, data points for which 

the size score for leg compression was less than 0.25 were eliminated. The results of this fit 

showed that a weighting coefficient of 0.16 should be used for progression and 0.84 should 

be used for magnitude (see Eqn. 4.1). This weighting will be used in further analyses to 

compare forces for experimental and FE results. 

 
CORAmod=0.84(magnitude)+0.16(progression) Eqn. 4.1 
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Figure 4.18. Weighted CORA score for plantar force compared to size score for leg 
compression for each combination of the 14 different input conditions. The plot on the left 
shows the results optimizing the weighted score using all combinations. The plot on the right 
shows the results optimized for leg compression size scores greater than 0.25 (Eqn. 4.1). 

 
 CORA scores were calculated up to time of fracture for the injurious test conditions, and 

up to the time that force returned to zero for the sub-injurious conditions. Traditional CORA 

scores and the weighted CORA scores are reported in Table 4.3. Results of the CORA 

comparison showed a good agreement between experimental and FE proximal tibia forces. 

Force magnitude scores were highest for the impactor test conditions, in particular the low 

impactor test condition. This is likely due to the sub-injurious nature of the low impactor test 

condition and the ability to use the entire loading and unloading phases of the response to 

calculate the CORA score. The injurious nature of the remaining test conditions may have 

played a role in lowering the CORA scores calculated for the other test conditions. 

 One hypothesis for the lower Weighted Overall scores reported for the Drop Tower test 

conditions compared to the impactor tests is that because of the larger displacements 

allowed by the test setup by allowing SAE-z translation of the proximal tibia boundary, the 

specimen mass differences may play a larger role in the response. Though the individual 



144 
 

PMHS responses were scaled by total body mass, the distribution of mass in the leg may play 

a role in changing the mass recruitment and therefore affect the proximal tibia force rate and 

magnitude. The particular mass distribution of the FE model compared to that of the 

individual PMHS legs, and attachment of the leg’s soft tissue to the tibia and fibula in the FE 

model would theoretically have a greater effect on leg response in the case where the leg is 

allowed to translate as a result of impact to foot than if the proximal tibia were fixed. 

However, since the relative motion of the soft tissue and bony mass of the leg was not 

measured in the PMHS tests, this hypothesis cannot be tested. Nonetheless, the Overall and 

Weighted Overall CORA scores for all conditions were considered satisfactory for the 

proximal tibia force and displacement. 

 While proximal tibia force and tibia displacement agreed reasonably for the modified FE 

model and the average scaled PMHS response (Weighted Overall CORA>0.8), the FE model 

predicted lower calcaneus displacements. At peak calcaneus displacement for the PMHS 

tests for the Impactor Low condition, the modified FE model underestimated calcaneus 

displacement by 4.4 mm. One hypothesis for this disagreement is that it was caused by error 

in the alignment and double integration of the calcaneus accelerometers. Since only single-

axis acceleration was recorded in the PMHS impactor tests, this acceleration (and therefore 

displacement) could not be transformed to the anatomic coordinate system as was done for 

the tibia accelerations. Another hypothesis is that this difference is related to the lack of joint 

cartilage in the FE model. Because of this, the initial preload applied to the leg to achieve 

similar initial boundary conditions to the PMHS experiments may remove more initial ankle 

joint laxity than exists in the actual human leg. 
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Table 4.3. Summary of CORA scores for comparison of experimental characteristic 
averages and FE response to the average input footplate acceleration pulse for proximal 
tibia force. 

Proximal Tibia Force 
Test Condition Phase Magnitude Progression Overall Weighted 

Overall 
Drop Tower A 1.000 0.848 0.999 0.949 0.871 
Drop Tower B 1.000 0.820 0.999 0.939 0.848 
Impactor Low 1.000 0.917 0.999 0.958 0.930 
Impactor Medium 1.000 0.878 0.997 0.930 0.897 
Impactor High 1.000 0.793 0.998 0.930 0.826 

Tibia Displacement 
Test Condition Phase Magnitude Progression Overall Weighted 

Overall 
Drop Tower A 1.000 0.799 0.999 0.932 0.831 
Drop Tower B 1.000 0.915 0.997 0.971 0.928 
Impactor Low 1.000 0.707 0.999 0.902 0.754 
Impactor Medium 1.000 0.945 0.999 0.981 0.953 
Impactor High 1.000 0.780 1.000 0.926 0.815 

Foot/Ankle Compression 
Test Condition Phase Magnitude Progression Overall Weighted 

Overall 
Impactor Low 1.000 0.894 0.998 0.964 0.911 
Impactor Medium 1.000 0.931 1.000 0.977 0.942 
Impactor High 1.000 0.879 0.999 0.959 0.898 

Calcaneus Displacement 
Test Condition Phase Magnitude Progression Overall Modified 

Overall 
Impactor Low 1.000 0.296 0.989 0.762 0.407 
Impactor Medium 1.000 0.478 0.993 0.823 0.560 
Impactor High 1.000 0.468 0.995 0.821 0.552 
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Figure 4.19. Comparison of the 
experimental ±one standard deviation 
corridor and characteristic average and the 
average FE calcaneus displacement 
response for the Impactor Low condition. 

Figure 4.20. Comparison of the 
experimental ±one standard deviation 
corridor and characteristic average and the 
average FE calcaneus displacement 
response for the Impactor Medium 
condition. 

 

Figure 4.21. Comparison of the experimental ±one standard deviation corridor and 
characteristic average and the average FE proximal calcaneus displacement response for 
the Impactor High condition. 
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 Gabler et al. previously postulated that this lack of cartilage could lead to premature 

eversion of the ankle joint in the FE model; however, analysis of the dynamic x-ray data from 

the impactor study suggests an alternative reason for this difference in calcaneus 

displacement. Visual inspection of the kinematic response of the calcaneus in the FE model 

compared to the PMHS tests reveals a posterior rotation of the calcaneus about the talo-

crural joint in the PMHS tests as a result of the flattening of the arch of the foot. This likely 

occurs due to the line of action of the force acting on the tibia. The location of the calcaneus’s 

point of contact with the impact plate posterior to the tibio-talar joint induces a moment in 

the talo-crural joint during this type of compression loading. 

 Though the FE model fails to replicate the calcaneus displacement from the experimental 

tests, the model still accurately models the compression of the foot and ankle. While it is not 

commonplace to use a model to estimate error in experimental data, in this case there is 

reason to believe that the calcaneus displacements calculated for the impactor experiments 

may be inaccurate due to the inability to transform the accelerations because of lack of off-

axis instrumentation. Because of this, the decision was made to proceed with the use of the 

modified human leg FE model with the caveat that calcaneus displacement needs to be 

further validated with additional experimental data. 

4.2.2 Experimental versus Finite Element Model Strain Comparison 
 Strains were measured on the tibia and calcaneus for both the drop tower and impactor 

PMHS experiments. While a direct comparison of strains in the FE model and PMHS 

experiments is futile unless the FE model is morphed to the geometry of the individual 

specimen, peak strains and strains at fracture from the PMHS tests were compared to the 

50th percentile and 95th percentile calcaneus strains in the FE model. For each impactor test 
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condition, strain-time histories were recorded for each element in the cortical shell of the 

calcaneus, and maximum strain was found for each element. The 50th and 95th percentile of 

each of these strains is summarized in Table 4.4. Strain for each element was also noted for 

the time of fracture as indicated by element deletion in the model. Again, the 50th and 95th 

percentile strains were recorded. Average maximum PMHS calcaneus strain (or strain at 

failure) was calculated to be 1970±1110 μS, 4400±1060 μS, and 6080±1130 μS for the low, 

medium, and high impactor conditions, respectively. These strains fall within the 50th-95th 

percentile ranges for the finite element study, but tend toward the 95th percentile strains. 

Table 4.4. Summary of 50th and 95th percentile calcaneus cortical bone strains from the 
finite element model for maximum strain and strain at time of fracture in μS. 
Test Condition 50th at 

Maximum 
95th at Maximum 50th at 

Fracture 
95th at 

Fracture 
Impactor Low 1500 3500 n/a n/a 
Impactor Medium 6000 52500 2700 7400 
Impactor High 10500 134400 3100 7800 

 
 

 

Figure 4.22. Location of element used for comparing FE and PMHS 
calcaneus strain. This element is in the approximate location of the PMHS 
strain gages used to measure calcaneus strain in the impactor study. 
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 Individual calcaneus maximum principal strain traces for the impactor PMHS tests are 

provided in Figure 4.23 with the FE strain measured in an element near the strain gages’ 

location overlaid. Location of the element assumed to be near the location of the PMHS strain 

gages is shown in Figure 4.22. These plots show that the strain rates are similar for the PMHS 

and FE model; however, the peak strains vary greatly. Average strain rate calculated using 

20- and 80-percent of the peak strain or strain at failure was 197±99 μS-ms-1, 940±390 μS-

ms-1, and 1570±540 μS-ms-1 for low, medium, and high conditions, respectively. Low, 

medium, and high finite element strain rates were 130 μS-ms-1, 815 μS-ms-1, 1208 μS-ms-1, 

respectively. While finite element strain rates were lower than the average PMHS strain rates 

for the medial calcaneus location, they fall easily within one standard deviation of the mean. 
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Figure 4.23. Medial calcaneus strain for low, medium, and high impactor conditions with 
finite element maximum principal strain from the average input condition. 
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4.2.3 Comparison of Injury Outcome in the Finite Element Model 
 While the UVA leg FE model was previously shown to predict injury for the PMHS drop 

tower tests. A similar comparison was performed to show the ability of the FE model to 

predict injury for the impactor study. The FE model indicated fracture by element deletion 

when the cortical bone strain exceeded 2.2 percent strain or the cancellous bone strain 

exceeded 12.3 percent strain in the calcaneus, talus, tibia, or fibula.78 Mid- and forefoot 

fractures were not a focus of the study since they are not usually associated with pure axial 

loading and were treated as rigid in the FE model. Previous research has also shown that a 

majority of axial load applied to the foot is shunted through the hindfoot.206 

 

 

Figure 4.24. Example of a comparison of FE model “fracture” location indicated by high 
levels of maximum principal strain compared to PMHS experimental fracture. 

 
 The finite element model predicted injury for the impactor medium and high conditions. 

While these conditions produced fracture in the PMHS tests, the fracture location varied 

from the fracture location indicated by the FE model. As previously discussed, calcaneus 

fractures initiated at both the location of impact (at the footplate) as well as at the point of 

contact between the talus and calcaneus within the subtalar joint. A few calcaneus fractures 

appeared to occur in shear because of the bending moment caused by contact with the 
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footplate and talus. While less common, these shear-induced fractures have been reported 

by previous studies involving axial loading.59 Since the FE model was not morphed to 

recreate the specific geometry of individual specimens, it is logical to assume that the 

variations in fracture location due to specimen-specific stress locations cannot be captured 

by the model. 

 The current configuration of the FE model assumes the same material properties for the 

cortical bone of the talus, tibia, fibula, and calcaneus, which fails under the same failure 

strain. It is hypothesized that variations in these material properties for individual bones due 

to differences in bone mineral density may contribute to fracture occurring at different 

locations. Potential variations in the material properties within the FE model may lead to 

changes in fracture location. Since the purpose of using this FE model was not to predict 

failure, this parametric modeling effort is left for a future study.   

 The presence of subsequent fractures in the more proximal bones of the leg was believed 

to be due to the transmission of force through the calcaneus after the initial fracture (usually 

in the calcaneus).  These fractures did not occur in the finite element model. As expected, 

strain in the FE model progressed from the calcaneus through the talus to the tibia (Figure 

4.25). As fracture occurred in the model, elements of the calcaneus were deleted and further 

transmission of force to the tibia was not able to occur in the same way as for the PMHS. 
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Figure 4.25. Progression of maximum principal strain in the human leg FE model for the 
Impactor High test condition. Strain first accumulated in the calcaneus and then 
progressed superiorly through the talus to the tibia and fibula. Fracture occurred in the 
calcaneus in the location indicated in Figure 4.24. 

 

4.3 Human FE Model Parametric Study 
 The benchmarking efforts in the previous section were able to establish that the modified 

human FE model provides an accurate representation of the human leg’s response to load 

durations ranging from 5 to 80 ms. Moving forward, this model was used to characterize the 

response of the human leg to changes in loading amplitude and duration to fill the gaps in 

the data available in the literature. To accomplish this task, a parametric study was 

performed in which the FE model was exposed to sinusoidal acceleration pulses with 

amplitude and frequency varied according to Figure 4.26 and Table 4.5. Frequencies were 

chosen to cover the range of frequencies above and below the expected natural frequency of 

the leg (20-50 Hz as reported by Wakeling and Nigg), and frequencies typical of UBB and AI 
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(5-200 Hz).217 This range of frequencies was established by idealizing acceleration pulses 

described in Section 2.1 using sinusoidal pulse shape with the same duration of loading. 

 

Figure 4.26. Template for sinusoidal and triangular input 
acceleration pulses, characterized by amplitude and frequency or 
amplitude and duration. 

 

 Each input condition was simulated by prescribing the footplate acceleration and using 

a free SAE-z translational proximal tibia boundary condition to match the PMHS drop tower 

study (see Figure 4.4 for coordinate system). The simulations were run without fracture 

(element deletion) to study the overall kinematic and kinetic response of the leg without the 

interference in load transmission caused by fracture. A load cell was implemented in the 

model at the mid-shaft of the tibia by identifying a set of nodes and elements at the cross-

section of the tibia and fibula using DATABASE_CROSS_SECTION_SET. Footplate force was 

estimated using the contact force between the plantar surface of the foot and the footplate. 

Force at the location between the potting material and proximal plate was output as a joint 

force. 
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Table 4.5. Frequencies (Hz) associated with input sinusoidal acceleration pulses for finite 
element parametric study.  

 2 m-s-1 4 m-s-1 6 m-s-

1 
8 m-s-1 10 m-

s-1 
12 m-s-1 14 m-s-1 

A=10 g - 7.8 5.2 - - - - 
A=50 g 78.1 39.1* 26.0* 19.5* 15.6* 13.0* 11.2 

A=100 g 156.2 78.1* 52.1* 39.1* 31.2* 26.0* 22.3* 
A=250 g 390.5 195.3 130.2* 97.6* 78.1* 65.1* 55.8* 
A=500 g - 390.5 260.4 195.3* 156.2* 130.2* 111.6* 
*Indicates conditions that exceeded fracture strains in the model. 
-Condition was not simulated. 

 
 For each simulation, footplate, mid-tibia, and proximal tibia forces were recorded at time 

of fracture (as indicated by cortical bone strain exceeding 2.2 percent) and time of peak 

footplate force. Distal tibia, proximal tibia, calcaneus, and footplate displacements were also 

recorded for these times. A comparison of peak leg compression measured from footplate to 

the potting cup and forces measured at each of the locations was performed (Figure 4.27). 

For all cases, footplate force was greater than mid- and proximal tibia forces, but the ratio of 

footplate force to each of the other forces varied as a function of the input acceleration. These 

differences were expected based on the inertial differences between the force locations. 

  

 

Figure 4.27. Peak force versus leg compression for forces measured at the footplate, mid-
tibia, and proximal tibia.  
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 Force plots showing footplate force (solid lines) and proximal tibia force (dashed lines) 

are provided to show the effect of peak velocity and peak acceleration on the force time 

history (Figure 4.28). The left column shows the force response for the case where peak 

velocity of the input pulses was kept constant, but the peak acceleration and frequency of 

the acceleration pulses were varied. The right column shows the force response for cases 

where the peak acceleration was kept constant while the peak velocity was varied by 

changing the frequency of the acceleration pulse. 

 The plots for which peak footplate velocity was kept constant demonstrate the effect of 

frequency on the leg. For the 2 m-s-1 conditions, there was an inverse relationship between 

peak force and peak velocity. This relationship persisted for the 500g, 8 m-s-1 and 250g, 8 m-

s-1 conditions. This counterintuitive observation is a result of the frequency-dependence of 

the leg. The frequencies of the input accelerations for which this occurred were higher than 

for the 12 m-s-1 conditions, for which there was a positive relationship between force and 

peak acceleration. 
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Figure 4.28. Force results from parametric study simulations where the solid lines 
represent the footplate force and the dashed lines represent the proximal tibia force. The 
left column shows the response of the model when impact velocities were constant, but 
peak acceleration was varied. The right column shows the results for the case where peak 
accelerations were the same, but velocities were different. 

 
 The change in peak force as a result of change in velocity for a given peak acceleration is 

shown in the right column of plots in Figure 4.28, and also in Figure 4.29. Since the shape of 

the input acceleration pulse is kept constant, the difference in force response is also a result 
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of a change in frequency. Footplate forces were plotted for additional 50g inputs in Figure 

4.29. Peak force increased with peak velocity for velocities less than 6 m-s-1, but then 

gradually decreased with peak velocity for velocities larger than 6 m-s-1. The behavior of the 

shape of the force for the 10, 12, and 14 m-s-1 conditions is due to rotation of the ankle since 

these conditions involve larger displacements than the other conditions. 

 

 

Figure 4.29. Force results from parametric study simulations where peak 
acceleration was kept constant at 50g while the frequency of the acceleration 
pulse was varied to achieve different increments of peak velocity. 

  
 Another plot was generated for which frequency of the acceleration pulse was kept 

constant at 78.1 Hz (Figure 4.30). Only slight variations in duration of the proximal tibia force 

pulses were observed (<0.5 ms). Time-to-peak footplate force increased slightly for smaller 

peak accelerations, though duration of the footplate force was constant. This was likely 

caused by the fact that force rates and strain rates were higher for the conditions with higher 
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peak acceleration, meaning that the rate-dependency of the materials used in the model had 

a slight effect on the response. 

 

Figure 4.30. Force results from parametric study simulations where the solid lines 
represent the footplate force and the dashed lines represent the proximal tibia 
force. For all conditions, the frequency of the sinusoidal footplate acceleration 
pulse was 78.1 Hz. 

 

4.3.1 The Effect of Simulated Fracture on Leg Response 
 The peak force response of the leg is dependent both on the frequency as well as the 

magnitude of the input. The force response of the leg cannot be characterized by a single 

parameter, so it is important that multiple parameters be considered when developing an 

injury criterion. Since these simulations did not include fracture, additional models which 

incorporated element deletion were run to compare the results. Though the process of 

element deletion does not necessarily cause the same effect in the model as a fracture causes 

in a human bone, the results were interesting in terms of the difference in duration of the 
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pulse for the two cases. Fracture initiated in the calcaneus in the same location described by 

the Figure 4.24 for all simulations which indicated fracture. For more severe impacts, 

complete comminution of the calcaneus was observed; however, the model was unable to 

predict the tibia fractures that occurred in the impactor tests beacuse excessive element 

deletion prevented the transfer of force through the fracture. It is important to note that 

strain magnitudes exceeding those associated with failure were observed in the tibia for 

simulations where model failure was turned off.  

 Sample plots for four different input conditions are provided to show the effect of 

element deletion on force response (Figure 4.31). Results from the remaining input 

conditions are provided in Appendix 10.4. As expected, the force for both models tracked 

together until element deletion occurred. For all conditions, peak force was reduced and 

duration of the force was increased for the element elimination simulations. Another 

important observation was that for some loading conditions, the peak force was higher than 

the force at fracture even for the element elimination cases (see the 100g, 14 m-s-1 case). 
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Figure 4.31. Comparison of FE model forces for models including element elimination (w/ 
Failure) and models for which failure was turned off in the model (No Failure). The 100g, 
14 m-s-1, 250g, 6 m-s-1, 500g, 10 m-s-1, and 500g, 12 m-s-1 conditions are provided to show 
a range of loading frequencies. 

 
 A strain map of the leg for the 100g, 14 m-s-1 condition is provided in Figure 4.32 for the 

case with element deletion and without element deletion. For the case with element deletion, 

the “fracturing” relieved some of the strain in the posterior portion of the calcaneus 

compared to the case without element deletion. Strain levels within the talus were similar 

for the two cases, while the strain distribution for the tibial pilon was different and involved 

higher strains in the case without element deletion. The element deletion led to slightly 

higher strains in the anterior portion of the pilon, while the other case showed higher strains 
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in the posterior aspect of the pilon. Though these strain distributions are not validated, this 

comparison provides clues as to how the load may be transmitted to the tibia when fracture 

of the calcaneus does not occur. 

 

 

Figure 4.32. Maximum principal strain map for the case where fracture was 
indicated by element deletion (left) and for the case where fracture was turned 
off for the model (right). Strains are shown for the time of maximum footplate 
force in the model without element deletion for the 100g, 14 m-s-1 input 
condition. 

 
Fracture in the FE model by element deletion was shown to reduce both peak plantar 

force and impulse for all loading conditions, as expected (Figure 4.33, Figure 4.34). For the 

more severe (higher velocity/higher energy) input conditions, greater differences were 

observed between the force at fracture and the peak force predicted by both the element 

deletion and non-element deletion models. The largest difference between force at fracture 

and peak force for the element deletion model was observed for the 250g, 14 m-s-1 

condition, with the peak force exceeding the force at fracture by nearly 10 kN. Though the 
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model with element deletion only provides an estimate of the post-fracture response of the 

leg, these results agree with the patterns observed in the PMHS tests in that the presence of 

additional energy in the impact was able to overcome drop in force due to fracture in order 

to reload the leg through another pathway. This explains why for some cases the peak 

plantar force was greater than the force at fracture. 

 

Figure 4.33. Comparison of peak plantar force predicted by the human leg 
FE model with and without element deletion (ED), and plantar force at 
time of fracture in the element deletion model. Input conditions from left 
to right are arranged from low to high frequency. No fracture conditions 
are denoted using an asterisk. 

 
Similar trends were observed for plantar impulse, with a few exceptions. For the 100g, 

12 m-s-1 and 250g, 10 m-s-1 input conditions, the impulse at time of peak was greater for the 

element deletion model. A brief inspection of the time-history for these plots revealed that 

the “fracture” induced a double peak in plantar force which the second peak had a larger 
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magnitude than the first. For this reason, the impulse for these conditions was calculated 

over a larger span of time, though for a smaller magnitude of peak force. 

 

 

Figure 4.34. Comparison of plantar impulse at time of peak plantar force predicted by 
the human leg FE model with and without element deletion (ED), and plantar impulse 
at time of fracture in the element deletion model. Input conditions from left to right are 
arranged from low to high frequency. No fracture conditions are denoted using an 
asterisk. 

 
These models were also used to investigate the relationship between the magnitude of 

plantar force and proximal tibia force for the purpose of understanding injury progression. 

While the previous chapter discussed the progression of injury in terms of fracture timing 

and forces measured at the footplate and proximal tibia, the FE model allowed for the 

comparison of peak forces with and without fracture. In all cases the peak plantar forces 

exceeded proximal tibia forces (Figure 4.35). Proximal tibia forces at fracture were lower 
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than the peak proximal tibia forces for all input conditions, and also occurred prior to time 

of peak force. These results show that the proximal tibia force continues to increase after 

fracture. Additionally, since peak proximal tibia force occurs after time of fracture, the peak 

is likely affected by the energy dissipation by the fracture. Note that the conditions marked 

with an asterisk were sub-injurious.    

In terms of injury criteria development, it is important that the force be measured near 

the location of injury or at least estimated near the location of injury so as to avoid inertial 

differences and force transmission changes due to fracture. As shown in Figure 4.35, peak 

proximal tibia force is dependent upon the presence of fracture in a more distal region of the 

leg. The differences caused by fracture and measuring force at the proximal tibia could 

potentially produce a situation where both a fracture and no fracture case could occur at the 

same peak proximal tibia force. These complications and how they relate to the importance 

of the location of force measurement will be further discussed in Section 6.1. 
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Figure 4.35. Comparison of plantar force at fracture, maximum proximal 
tibia force, and proximal tibia force at time of fracture for the human leg FE 
model. Input conditions from left to right are arranged from low to high 
frequency. No fracture conditions are denoted using an asterisk. 

 

4.3.2 The Effect of Boundary Condition on Leg Response 
 To investigate the effect of boundary conditions on leg response, additional simulations 

were run using a fixed proximal boundary condition for select input conditions. Force at 

fracture at the footplate and proximal tibia were recorded for each of the simulations for 

both the free and fixed boundary conditions (Figure 4.36). Footplate force at fracture was 

similar for both the free and fixed boundary conditions and followed a pattern similar to an 

exponential decay with time of fracture. Proximal tibia forces for the two boundary 

conditions had more than a 5 kN difference for the same time to fracture in some cases. This 

difference is indicative of inertial effects which lead to differences between the force 

measured at impact and the force measured away from the load. In the case where the 
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proximal boundary is fixed, a reaction force contributes to the load at the proximal tibia, but 

in the case where the boundary is allowed to translate, the inertia of the reaction mass 

dictates the proximal tibia force. The fact that there is so much difference in the proximal 

tibia force at fracture for the two boundary conditions emphasizes the importance of 

selecting an injury predictor that does not change as a result of different proximal boundary 

conditions. Thus, proximal tibia force should not be used for predicting foot and ankle 

fracture risk for this reason. 

 

 

Figure 4.36. Comparison of peak footplate and proximal tibia forces at time of 
fracture in the human FE model for both the fixed and free boundary conditions. 

 
Footplate and proximal tibia force response for fixed and free boundary conditions with 

the same input acceleration pulse are shown in Figure 4.37 for an injurious and sub-injurious 
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input. The footplate forces were similar for both boundary conditions up to the time of peak 

acceleration or fracture occurred. For the injurious case, both footplate forces decreased 

after time of fracture, though the force leveled off for the fixed boundary case. For the fixed 

boundary case, footplate and proximal tibia forces were nearly equivalent after time of peak 

acceleration. For the free boundary condition, large differences were present for the 

footplate and proximal tibia forces throughout the entire positive phase of the force, and the 

peak difference occurred near the time of peak footplate acceleration, as expected. 

 

  

Figure 4.37. Human leg FE footplate and proximal tibia forces for fixed and free proximal 
boundary conditions. A 100g subinjurious pulse is shown on the left and a 500g injurious 
pulse is shown on the right. 

 
These differences in the behavior of the force for different boundary conditions further 

demonstrate the importance of measuring force near the location of injury if it is to be used 

for development of an injury criterion. The fact that there is such a large difference between 

peak proximal tibia forces for these different boundary conditions highlights the potential 

error that may be interwoven into existing injury risk functions such as the one developed 

by Yoganandan et al., which used proximal tibia force as the injury predictor and based the 
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risk curve parameters off of a data set which included PMHS data from tests with both fixed 

and free boundary conditions.231 

4.3.3 The Effect of Pulse Shape on Leg Response 
 Additional FE simulations were run to investigate the effect of pulse shape on force at 

fracture. Sinusoidal and triangular pulse shapes were compared, with peak acceleration and 

frequency varied such that duration of the triangular pulses was equal to the inverse of half 

of the frequency using the input conditions described in Table 4.5. 

 Force at fracture was recorded and plotted versus time to fracture and time-to-peak 

acceleration to show the differences between triangular and sinusoidal pulse shapes (Figure 

4.38, Figure 4.39). For a given time-to-peak acceleration, the fracture force is lower for the 

triangular pulse shape than the sinusoidal pulse shape. For a given time to fracture, the force 

at fracture is essentially equal for the two pulse shapes. This suggests that while the peaks 

for the two different pulse shapes are the same, the integral of the pulse shape dictates the 

time and force at fracture for the conditions shown. The fact that force at fracture is not 

constant for these conditions, but begins to level off for the longer duration conditions 

dictates that some aspect of time in addition to force is necessary for predicting fracture. 
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Figure 4.38. Comparison of plantar force at 
fracture for sinusoidal versus triangular 
pulse shapes for peak footplate 
accelerations of 500g and time-to-peak 
acceleration ranging from 3ms to 30ms. 
Forces are plotted against time-to-peak 
acceleration. 

Figure 4.39. Comparison of plantar force at 
fracture for sinusoidal versus triangular 
pulse shapes for peak footplate 
accelerations of 500g and time-to-peak 
acceleration ranging from 3ms to 30ms. 
Forces are plotted against time of fracture. 

 

 For intermediate strain levels (prior to failure) trends between strain, force, and impulse 

for sinusoidal and triangular pulse shapes were investigated. Figure 4.40 and Figure 4.41 

shows that the force and time or impulse associated with different strain levels varied 

slightly with pulse shape, though differences were minimal. Referring back to Figure 2.17, 

the force versus time plot for different strain values for the leg resembles the relationship 

between the peak displacement and input peak and duration of the single degree-of-freedom 

lumped mass model. Since fracture forces showed a similar trend for both triangular and 

sinusoidal pulse shapes, it was concluded that minimal differences in pulse shape are not 

enough to justify the use of separate characterization of injury risk for different pulse shapes. 
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Figure 4.40. Comparison of fixed and free boundary conditions and pulse shape on the 
relationship between calcaneus strain, plantar force, and time. Symbols represent 
different strain levels while colors represent differences in proximal boundary or 
pulse shape. 
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Figure 4.41. Comparison of fixed and free boundary conditions and pulse shape on the 
relationship between calcaneus strain, plantar force, and plantar impulse. Symbols 
represent different strain levels while colors represent differences in proximal 
boundary or pulse shape. 

 
 It should be noted that for short duration loads, impulse is less variable for a level of 

model calcaneus strain. For long durations, strain level would be more accurately predicted 

by force. Assuming that the human leg behaves similarly, the FE model provides a more 

continuous estimate of the effect of load duration on force at fracture and agrees with the 

conclusions from the PMHS impactor study. For the case of the low impactor pulse (~20 ms 

time-to-peak), the FE model showed that the force at fracture trends toward a constant value 

of force. The high and medium impactor conditions are located in the region of Figure 4.40 

where force at fracture varies with duration, and falls within the area of Figure 4.41 where 

impulse has less variation with strain level. 
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4.4 Discussion 
 The modified human FE model was used to predict response of the leg within the range 

of load durations for which it was benchmarked (5-80 ms), and to extrapolate behavior of 

the leg to a slightly larger range of load durations (5-200 ms). Since the model is able to 

provide accurate results up to 80 ms, it was assumed that the rate dependency of the model 

properties would be less prominent at lower rates of loading. One issue with extrapolating 

to larger durations is that larger durations are associated with larger displacements. Because 

of the tendency of the ankle to evert while under large compressions, it is important to 

consider the motion of the ankle joint in the model when interpreting the results for the 

extrapolation simulations. The heel pad material model used in the FE model was based on 

experimental compression testing performed up to strain rates of 57 s-1. For the 500g, 14 m-

s-1 condition, the peak strain rate in the heel pad was 35.3 s-1, so the range of strain rates for 

which the material model was developed was not exceeded in the parametric study.  

 Results of the parametric study are consistent with the experimental impactor test 

results in that force at fracture varies with duration of load (or loading frequency).  Since 

failure in the FE model was indicated when a level of strain was exceeded, the relationship 

between force and impulse at fracture relates to a constant level of strain. The relationship 

between these parameters is consistent with the pattern of peak deformation of a single 

degree-of-freedom lumped mass model as a function of peak force and duration in that larger 

forces are required to cause the same amount of deflection or strain at short.197,214 This 

similarity suggests that the leg may be modeled in this way to provide a characterization of 

the relationship between force, duration, and injury. 
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 The results from previous PMHS axial loading tests were used to provide a visual 

comparison of the relationship between FE model fracture and human leg fracture. A 

combination of censored and uncensored fracture force and time-to-fracture (or peak force 

and time-to-peak force) for a set of 137 previous PMHS axial loading tests are plotted in 

Figure 4.42 along with FE fracture data points for a sinusoidal acceleration pulse shape. This 

data set will be further described in a later Chapter, but is used here to compare against the 

FE model results. 

 

Figure 4.42. Fracture force versus time-to-peak for the human FE model compared to 
fracture and no fracture data points from PMHS axial loading tests from the Combined 
Data Set (Note that this PMHS data set will be discussed in detail in Chapter 6). 

 
 Footplate forces for the time of fracture in the FE model tended to be larger than a 

majority of the PMHS fracture data points for a given time of fracture or peak force. Since FE 

model fracture occurs when strains exceed a set level of plastic strain, this could indicate 

that the strain level used to indicate fracture for the FE model is higher than the average 
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failure strain of the PMHS data set. On the other hand, age, geometry, mass distribution, and 

bone mineral density of the sample of PMHS data points factor into this difference.  

 Though the trend is not obvious, for short times-to-peak force, injury and no-injury PMHS 

data points occurred for higher force levels than for longer times-to-peak. A detailed 

statistical analysis is necessary to characterize this trend, but the higher forces associated 

with no-injury data points for short times-to-peak than for injury data points at longer times-

to-peak suggest that the PMHS data is consistent with the theory of von Gierke.214 

 The parametric study showed that a change in acceleration pulse shape from sinusoidal 

to triangular did not significantly change the pattern of peak force versus time-to-fracture in 

the FE model. It should be noted, however, that only this slight variation in pulse shape was 

evaluated and that large variations in pulse shape such as those shown in Figure 4.43 may 

not yield the same pattern of force versus time-to-fracture. Moving forward, the decision was 

made to limit the focus of the dissertation on input pulses which resembled sinusoidal pulses 

for simplification, though not necessary to account for pulse shape since specimen variability 

is likely to be greater than the effect of slight differences in force pulse shape. 

 

Figure 4.43. Example force pulses which may result in a different relationship between 
peak force, time-to-peak, and strain. 
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5 Human Lumped Parameter Modeling 
 Having demonstrated the dependence of axial leg deformation and fracture on duration 

and peak force using the finite element model and experimental tests, the next focus of the 

dissertation was to characterize this dependence so that it may be used in the development 

of an injury criterion. The theory proposed by von Gierke relied on the use of a single degree-

of-freedom (DOF) dynamic model to predict the response of biomechanical systems. This 

chapter will evaluate the ability of single- and multiple-DOF dynamic models to represent 

and predict the response of the human leg to axial impact loads in an attempt to simplify the 

relationship between impact force, duration, impulse, and axial compression of the leg. 

5.1 Background 
 Applications for a LMM of the human leg extend from athletic shoe design to 

understanding injury at the high rates of loading typical of underbody blast of military 

vehicles. While finite element (FE) models provide a more detailed estimation of leg 

response to axial loading, these models require longer computation time which reduces their 

utility for broad-scope optimization of shoe or boot design. More importantly, many existing 

FE models are valid only for a narrow spectrum of loading rates, making them unreliable for 

extrapolation or application to different loading regimes. Several studies have developed 

LMMs of the leg using single- and multiple-DOF approaches.7,43,94,106,114 Some of these studies 

are summarized to offer a perspective on the range of stiffness estimates for the leg (Table 

5.1). 
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Table 5.1. Summary of previous estimates of leg and foot compliance from dynamic models 
of the human leg where k[kN-m-1] and c[N-s-m-1]. 
Publication DOF Leg Compliance Foot Compliance 
Perry et al., 2014165 3 k=8734, c=499 k=1198, c=130 
Henderson et al., 201394 3 k=9058, c=0 k=2028, c=800 
Kim et al., 2013106 3 k= 892.0, c=40.3 k= 46.8, c=567 
Cheng et al., 200443 2 k=141.77, c=932.4 (foot+leg)  
Cheng et al., 200443 2 k=34.87, c=877.0 (foot+leg)  
Andrews and Dowling 20007 1 k=173.8  (foot+leg)  
Kuppa et al., 1998114 1 k=963 (foot+leg+padding)  
Farley and Gonzalez 199667 1 k=7-16.3 (foot+leg)  
DOF=Degrees of Freedom 

 
The stiffness comparison in Table 5.1 demonstrates the variability in leg response to axial 

impact at different loading rates in addition to the sensitivity of the stiffness estimate to 

model setups. Models such as those developed by Liu and Nigg, McMahon and Cheng, and 

Farley and Gonzalez were developed for purposes of gait analysis, while others such as Kim 

et al. focused on understanding the effect of geometry and mass on leg response for the 

purposes of normalization and corridor development.67,106,127,137 Models developed for gait 

analysis have estimated lower stiffness for the leg (k<1000 kN-ms-1), while those developed 

for high rate applications such as underbody blast have estimated a higher leg stiffness 

(k>8000 kN-ms-1).94,165 This emphasizes the importance of designing models based on the 

application to ensure the model can provide the necessary level of granularity between foot 

and leg stiffness, which may prove important for higher loading rates. 

 Cheng et al. modeled the leg as a two-DOF system in order to investigate the effect of 

padding for mitigating injury in automotive intrusion events. This model consisted of a foot 

mass (2.07 kg or 1/3 of the total leg mass) and a leg/knee mass (9.43 kg or 2/3 of the total 

leg mass) separated by a spring (34.87 kN-m-1) and damper (877.0 N-s-m-1) representing the 

compliance of the leg.44 A second model was developed to represent the leg with certain 
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proximal restraints at the knee. For this model, the footplate was represented by a mass and 

the input condition was force acting on the footplate, and a reaction force was placed at the 

knee. In this case, the masses were allowed to float and the resulting model had a foot mass 

of 8.47 kg, and a leg/knee mass of 4.83 kg, spring constant of 141.77 kN-m-1, and damping of 

932.4 N-s-m-1. 

 Kim et al. modeled the leg as a three-DOF system using data from a PMHS axial loading 

study performed by Funk et al. (Figure 5.1)70,106 The model was apportioned based on the 

location of load cells in the experiment and stiffness and damping parameters were scaled 

based on geometry and bone mineral density of individual specimens. The first mass 

represented the mass of the foot, while the mass of the leg and tibia load cell was divided 

between m2 and m3. A cost function based on minimizing the residual forces between the 

model and experiments was used to estimate the parameters of the model. 

 

 

Figure 5.1.  Second-order dynamic model of the leg developed by Kim et al. for 
use in normalizing data for corridor development (Image reproduced from 
Kim et al.106 with permission from Taylor and Francis.) 
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 A similar technique was used by Henderson et al. and Perry et al. to identify the 

parameters for a three-mass model of the leg. Parameters from these models were identified 

using select data from the drop tower study. Leg stiffness was estimated to be around 9000 

kN-ms-1 with minimal damping, while foot stiffness was estimated to be from 1000-2000 kN-

ms-1. 

 The range in model parameters can be explained by differences in model set-up as well 

as differences in loading conditions for which each model was designed. Since each of these 

studies modeled data from different impact conditions, the models were tuned to match the 

response of the leg under those specific conditions. The narrower the range of input 

conditions, the less likely the model is able to predict the response of a separate input 

condition. Moving forward, the goal was to use the large range of input conditions covered 

by the FE parametric study to estimate the range of impact frequencies for which different 

LMM designs are able to capture the response of the leg. 

For this portion of the dissertation, leg response to axial impact loading was characterized 

using both single- and multiple-DOF lumped-mass models (LMMs). Mechanical parameters 

for the LMM were estimated using an optimization subroutine based on maximizing 

correlation analysis (CORA) scores comparing LMM and finite element model responses.94 

Model validation was performed using the PMHS drop tower data. 

 Another use for representing the leg as a LMM is that is can be used to simplify the 

relationship between human and ATD force response. Rupp et al. used LMMs to represent 

the human and Hybrid-III femurs in effort to interpret the force response from the ATD in 

terms of injury risk.187 In the case of the femur, Rupp et al. established a correlation between 

displacement and location of injury. For small displacements (short durations), knee 
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fractures were found to be more common, while hip fractures were prevalent for larger 

displacement loads (longer durations). Lumped mass models were used to establish a 

relationship between the human and Hybrid-III femur. Assuming the leg can be represented 

in this way, a similar approach could be used to develop a transfer function from the behavior 

of the human leg to the ATD leg. 

5.2 Single Degree-of-Freedom Model 
 An empirical approach was taken to develop a lumped mass model of the leg, starting 

with a simple model and increasing the model’s complexity by adding additional parameters 

to improve the model’s fit of the leg’s response. Using this approach, it was possible to show 

the progression in terms of the range of frequencies for which each model could accurately 

predict leg response. The goal of this section was to estimate stiffness and damping 

parameters for a single degree-of-freedom LMM using the results from the finite element 

model parametric study to identify model parameters (Figure 5.2). Model 1A was used to 

represent the leg with a free proximal boundary condition. In the model, k1 and c1 represent 

the compliance of the entire leg (from plantar surface of the foot to proximal tibia). For Model 

1A, m1 is the mass of the leg (4.47 kg) plus the reaction mass (7.2 kg) in the case of the drop 

tower and FE model. The equation of motion for Model 1A is provided in Eqn. 5.1, and the 

equation for calculating the footplate force is shown in Eqn. 5.2. Footplate displacement 

corresponds to z0 and proximal tibia displacement corresponds to z1. 
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Figure 5.2.  Single-DOF, second order dynamic model of the 
leg, where the mass (m1) is the mass of the leg and k1 and c1 
are stiffness and damping parameters. FFP is the footplate 
reaction force, z0 is the displacement of the footplate, and z1 
is the displacement of the proximal tibia boundary. 

 

m1z̈1 + k1(z0 − z1) + c1(ż0 − ż1) = 0 Eqn. 5.1 

FFP = k1(z0 − z1) + c1(ż0 − ż1) Eqn. 5.2 
 
 Model parameters (k1 and c1) were identified using a reduced gradient algorithm in 

MATLAB (Mathworks, Natick, MA) to maximize the CORA score obtained by cross-

correlating the LMM and finite element model response. For Model 1A, the finite element 

model footplate acceleration was used as the model input, and a combination of footplate 

force and proximal tibia displacement CORA scores were used to identify k1 and c1. The 

objective function for the optimization is provided by Eqn. 5.3, where h indicates the 

mechanical parameter being optimized (force or displacement), j is the index for the test 

condition, and CORA is the weighted overall cross-correlation score using a 0.84:0.16 

weighting for the magnitude and progression scores.85 
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𝐎𝐛𝐣𝐞𝐜𝐭𝐢𝐯𝐞 𝐅𝐮𝐧𝐜𝐭𝐢𝐨𝐧 = 𝐦𝐚𝐱 [∑ (∑ 𝐂𝐎𝐑𝐀𝐡

𝐧

𝐡=𝟏

)
𝐣

𝐦

𝐣=𝟏

] Eqn. 5.3 

 
 The weighted CORA score was chosen for use in the objective function because of its 

ability to include both the magnitude and shape changes. Traditionally sum of squared errors 

or maximum likelihood are used for optimizations such as this; however, incorporating the 

CORA progression parameter adds emphasis on the shape of the curve and uses a normalized 

cross-correlation method to determine the score. The magnitude parameter in the modified 

CORA score uses the area between the two curves to quantify the similarity of the curves. 

This is an improvement from the sum of squared errors approach, which can be magnified 

by small differences in phasing.84 There is precedence for using the area between two curves 

to optimize model behavior, as this technique is used by optimization software such as LS-

OPT (Livermore Software Technology Corporation, Livermore, CA). The fact that the 

weighted Overall CORA score is heavily weighted toward the magnitude score makes these 

two approaches closely related. Further, a previous study by Putnam et al. used CORA scores 

in an optimization routine to identify FE model parameters.169 

 Damping and stiffness parameters were limited to 1000 N-s-m-1 and 10000 kN-m-1, 

respectively. The optimization was seeded to avoid converging on a local maximum within 

the design space. Five equally-spaced values were generated within the range of possible 

values for each parameter. Combinations of these values were used as the initial guess for 

the optimization for seeding purposes. The convergence criterion was set such that the 

optimization would yield a converged solution when the algorithm attempted to change the 

value of the objective function or model parameters by less than a prescribed tolerance. 
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Table 5.2. Optimized scale parameters for the SDOF LMM of the leg. 

Optimization Data Model m1 (kg) k1 (kN-m-1) c1(N-s-m-1) 
FE Response, no Fracture 1A 11.67 1100.15 90.69 

 
 The optimized scale parameters are reported in Table 5.2 for Model 1A which used data 

from the FE parametric study. LMM response using the optimized model parameters was 

compared to average PMHS response for the Drop Tower PMHS test conditions as well as for 

the 28 conditions used for the FE parametric study. Weighted overall CORA scores for m1 

displacement and footplate force were calculated for each of the 28 FE parametric study 

input conditions (Figure 5.3). Input conditions were ordered from lowest to highest 

frequency to better show the range of frequencies for which the LMM was able to predict the 

response of the FE model. The LMM produced acceptable responses (CORA>0.8) for both 

displacement and force for frequencies less than 52 Hz, but was unable to produce accurate 

responses for higher frequencies for both the footplate force and the proximal tibia 

displacement. The corresponding frequencies for each of the input conditions can be found 

in Table 4.5. 
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Figure 5.3. CORA results for comparison of LMM based on FE response parameters and 
individual FE responses. M1 DZ refers to the displacement of m1, and FPFZ refers to 
footplate force.  

 
 Plots for FE and LMM response are shown in Figure 5.4 for the best and worst average 

CORA scores for reference of the quality of the model response compared to FE response. 

This particular SDOF model seems to be able to capture the displacement and force response 

of the leg for lower frequency loading conditions (less than 50 Hz), but struggles to provide 

a good fit of both displacement and force for higher frequencies. The model maintains the 

ability to predict footplate force responses with a weighted overall CORA score above 0.8 

until frequencies of around 130 Hz, where the CORA score drops below 0.6. For these higher 

frequency cases the LMM force has a double peak, which highlights the lightly damped 

nature of the system.30 
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Figure 5.4. LMM response compared to FE response for the condition with the best average 
CORA score (100g, 8 m-s-1, left) and worst average CORA score (500g, 12 m-s-1, right). 

 

 The inability of the single-DOF model to predict both the displacement and force 

response of the leg is likely due to the model’s inability to account for the recruitment of 

mass at different loading frequencies. While previous studies have shown that a single 

degree of freedom model is sufficient to model the leg under a smaller range of frequency 

inputs, this model is insufficient for the goals of this study.6,44,67,114 Thus, in attempt to 

provide a better fit of both the displacement and force, an additional degree of freedom was 

added to the model. This approach is outlined in the next section. 
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5.3 Two Degree-of-Freedom Model 
 Having shown that the SDOF LMM has limitations in terms of predicting force and 

displacement of the leg for different frequencies of loading, an additional degree of freedom 

was added to the model. Using a two degree-of-freedom model (Figure 5.5) added two 

additional parameters for modeling the leg, which should increase the model’s ability to fit 

the data. Further, the addition of another mass allowed for separation of leg and foot 

compliance. In the models in Figure 5.5, k1 and c1 represent the compliance of the foot, which 

includes heel pad and ankle compliance. Tibia/fibula compliance are modeled using k2 and 

c2. The equations of motion for Model 2A are presented as Eqn. 5.4 and Eqn. 5.5. Footplate 

reaction force and proximal tibia internal/reaction force can be calculated using Eqn. 5.6 and 

Eqn. 5.7. 

 

 

Figure 5.5.  Two-degree of freedom, second order dynamic model of the leg, where 
the mass (m1) is the mass of the leg, and m2 is the reaction mass (Model 2A). Model 
2B represents the case where the proximal boundary of the tibia is fixed. 

 

m1z̈1 + k1(z0 − z1) + c1(ż0 − ż1) − k2(z1 − z2) − c2(ż1 − ż2) = 0 Eqn. 5.4 
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m2z̈2 + k2(z1 − z2) + c2(ż1 − ż2) = 0 Eqn. 5.5 

FFP = c1(ẋ1 − ẋ0) + k1(x1 − x0) Eqn. 5.6 

FPT = c2(ẋ2 − ẋ1) + k2(x2 − x1) Eqn. 5.7 
 
 Model scale parameters (ki and ci) were again identified using a reduced gradient 

algorithm in MATLAB (Mathworks, Natick, MA) to maximize the CORA score calculated for 

the LMM response and FE model response. The 28 input conditions outlined in Table 4.5 

were used to optimize the model parameters using footplate acceleration as the model input, 

and a combination of distal tibia displacement (z̈1), proximal tibia force (FPT), and footplate 

force (FFP) CORA scores in the objective function (Eqn. 5.3). The parameters optimized based 

on the FE model response are reported in Table 5.3. 

 

 Table 5.3. Optimized scale parameters for the 2-DOF LMM of the leg. 

Optimization Data Model i m1 (kg) k1 (kN-m-

1) 
c1(N-s-m-

1) 
FE Response, no 

Fracture 2A 1 4.47 950.58 148.79 
2 7.2 4497.1 398.54 

 
 Weighted overall CORA scores for m1 and m2 displacement and footplate and proximal 

tibia force were calculated for each of the 28 FE parametric study input conditions (Figure 

5.6). Input conditions were again ordered from lowest to highest frequency to better show 

the range of frequencies for which the LMM was able to predict the response of the FE model. 

The LMM optimized based on the FE model response was able to produce weighted overall 

CORA scores greater than 0.78 for footplate force and greater than 0.68 for proximal tibia 

force for all of the 28 parametric study conditions.  
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Figure 5.6. Comparison of CORA scores for cross-correlation of FE-based 2-DOF LMM and 
FE response for individual input conditions. 

 
 The average and standard deviation of CORA scores for all 28 test conditions showed that 

on average the LMM response was comparable to the FE model response for m1 and m2 

displacements as well as footplate and proximal tibia force response (Table 5.4). Compared 

to the average weighted CORA scores for the single degree of freedom model, the 2DOF 

model performed significantly better for predicting displacement and force responses across 

the desired range of frequencies. The 2DOF model also provided additional detail in terms 

of separating foot and leg compression. 
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Figure 5.7. LMM response compared to FE response for the condition with the best 
average CORA score (10g, 6m/s, left) and worst average CORA score (100g, 2 m/s, 
right). 

 
 

Table 5.4. Average weighted overall CORA score (standard deviation) for the 28 
parametric study conditions comparing the FE model response to the LMM response from 
the single degree of freedom (SDOF) and two degree of freedom (2DOF) models optimized 
using FE model responses. 

Measurement SDOF Model 2DOF Model 
Average Std. Dev. Average Std. Dev. 

M1 DZ 0.78 0.06 0.90 0.11 
M2 DZ - - 0.89 0.08 
Footplate Force 0.80 0.22 0.88 0.06 
Proximal Tibia Force - - 0.85 0.09 

 
 The additional breakdown of model response allowed for a better fit of leg response to 

the 28 parametric study conditions compared to the SDOF LMM, though the LMM still failed 

to produce an acceptable match (CORA=0.8) of the human FE model response for individual 

conditions. Having shown that the addition of a degree of freedom improved the LMM’s 
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ability to predict leg response using pre-determined masses, the next step was to investigate 

how alternative mass distributions could improve model fit. While on average the 2DOF 

LMM provided a good fit of leg response for the impact frequencies of interest, the goal of 

achieving weighted CORA scores of over 0.8 for all 28 conditions was not met, though it 

satisfied this condition for all frequencies less than 100 Hz. Again, the corresponding 

frequencies for each of the input conditions can be found in Table 4.5. 

5.4 Multiple Degree-of-Freedom Model with Heel Pad Compliance 
The addition of another mass to the LMM provides the ability to distinguish between 

foot/ankle compression and heel pad compression. This additional compliance could have 

the potential to allow for distinction between calcaneus and pilon fractures, though this goal 

was not a direct aim of the dissertation. To explore the utility of including additional 

parameters to represent heel pad compliance, yet another LMM was developed. 

 A model using displacement of the footplate as the input, and three separate masses for 

the foot (m1), leg (m2), and reaction mass (m3) was developed (Figure 5.8). The same 

methods were used to identify model parameters using the FE model results for which 

failure was not included. Footplate force, proximal tibia force, foot displacement, distal tibia 

displacement, and proximal tibia (pot) displacement were incorporated into the CORA-

based objective function. Model equations are presented as Eqn. 5.8-Eqn. 5.10. 

 

 



191 
 

 

Figure 5.8. Schematics of the multiple degree-of-freedom model which includes heel 
pad compliance. Footplate displacement corresponds to z0, z1 is foot (calcaneus) 
displacement, z2 is tibia displacement, and z3 is the proximal tibia displacement.  

 
 

𝑚1�̈�1 = −𝑘1(𝑧1 − 𝑧0) + 𝑘2(𝑧2 − 𝑧1) − 𝑐1(�̇�1 − �̇�0) + 𝑐2(�̇�2 − �̇�1) Eqn. 5.8 

𝑚2�̈�2 = −𝑘2(𝑧2 − 𝑧1) + 𝑘3(𝑧3 − 𝑧2) − 𝑐2(�̇�2 − �̇�1) + 𝑐3(�̇�3 − �̇�2) Eqn. 5.9 

𝑚3�̈�3 = −𝑘3(𝑧3 − 𝑧2) − 𝑐3(�̇�3 − �̇�2) Eqn. 5.10 
 

The optimal solutions are provided in Table 5.5 for Model 3A, along with the results from 

a separate optimization for which m1 and m2 were allowed to float (meaning the masses 

were not constrained to a single value, but rather included as an additional parameter in the 

optimization) with the constraint that the sum of the masses was equal to the total mass. 

This additional analysis was performed to investigate the effect of designating the masses in 

the model based on the assumed leg and foot masses. The mass associated with the foot (m1) 
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did not change significantly, though some of the mass from the reaction mass shifted to the 

leg mass (m2). 

 

Table 5.5. Optimized parameters for the 3-DOF LMM of the leg based on the 
response of the human leg FE model. 

Model 3A 
i mi (kg) ki (kN-m-1) ci (N-s-m-1) 
1 1.225 1670.64 116.81 
2 3.249 2760.96 298.42 
3 7.2 9550.15 392.03 

Model 3A with Floated Leg Masses 
i mi (kg) ki (kN-m-1) ci (N-s-m-1) 
1 1.105 1400.3 184.2 
2 4.377 3940.4 109.6 
3 6.25 7090.3 267.2 

 
 The weighted overall CORA scores for LMM forces and displacements compared to those 

from the human FE model are summarized in Figure 5.9 through Figure 5.12. The CORA bar 

graphs showed that both LMMs provided a good fit of the human FE model force responses 

for frequencies less than 130 Hz, with the average footplate and proximal tibia force CORA 

scores being 0.93±0.07 and 0.92±0.08 for the fixed mass model and 0.93±0.06 and 0.93±0.06 

for the floated mass model, respectively. While most input conditions yielded force CORA 

scores greater than 0.8 for both of the models, the average CORA score associated with 

displacement of the foot mass (m1) was significantly increased by allowing the masses to 

float (p=0.04). The average CORA score for m1 displacement increased from 0.82 to 0.89 

when changing from the assigned masses to the floated masses design. 
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Figure 5.9. Weighted overall CORA scores for displacements and forces for the 28 FE 
model runs compared to Model 3A optimized with fixed masses. Input conditions are 
ordered from low frequency to high frequency. Note that DZ refers to displacement, 
while FP FZ and PT FZ refer to footplate and proximal tibia forces. 
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Figure 5.10. Weighted overall CORA scores footplate and proximal tibia forces for the 
28 FE model runs compared to Model 3A optimized with fixed masses. Note that FP 
FZ and PT FZ refer to footplate and proximal tibia forces. 

 

 

Figure 5.11. Weighted overall CORA scores for displacements and forces for the 28 FE 
model runs compared to Model 3A optimized with floating masses. Note that FP FZ and PT 
FZ refer to footplate and proximal tibia forces. 
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Figure 5.12. Weighted overall CORA scores footplate and proximal tibia forces for the 28 
FE model runs compared to Model 3A optimized with floating masses. Note that FP FZ and 
PT FZ refer to footplate and proximal tibia forces. 

 

 Response of the floated mass model is shown in Figure 5.13 for the input conditions with 

the best and worst CORA scores. The best average CORA score, occurred for a low frequency 

condition, (10g, 6 m-s-1). The worst average CORA score was calculated for the 100g, 2 m-s-1 

condition, for which the LMM overestimated the footplate force and slightly overestimated 

the proximal tibia force. CORA scores above 0.9 were calculated for both the footplate and 

proximal tibia forces for loading frequencies below 156 Hz. Though the 500g, 10 m/s and 

250g, 4 m/s conditions also produced force CORA scores above 0.8, the range of loading 

frequencies for which the model provides valid results should be limited to frequencies from 

5-156 Hz. 
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Figure 5.13. Floated mass LMM response compared to FE response for the condition with 
the best average CORA score (10g, 6m/s, left) and worst average CORA score (100g, 2 m/s, 
right). 

 
 Average and standard deviations for the CORA scores for the 28 parametric study 

conditions were compared for the 2-DOF model and 3-DOF model with floated masses. 

Average force CORA scores were significantly greater for the 3DOF model than the 2DOF 

model. While the average foot displacement CORA score was less for the 3DOF model, the 

difference was not statistically significant. 
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Table 5.6. Average weighted overall CORA score (standard deviation) for the 28 parametric study 
conditions comparing the FE model response to the LMM response from the single degree of 
freedom (2DOF) and two degree of freedom (3DOF) models optimized using FE model responses. 

Measurement 2DOF Model 3DOF Model 
Average Std. Dev. Average Std. Dev. 

Foot Displacement 0.90 0.11 0.89 0.11 
Tibia Displacement -- -- 0.91 0.08 
Prox. Tibia Displacement 0.89 0.08 0.90 0.09 
Footplate Force 0.88 0.06 0.93* 0.06 
Proximal Tibia Force 0.85 0.09 0.93* 0.06 
*Significant difference  

  
 The addition of the third mass improved the fit of the LMM to the human FE model 

response and provided additional ability to distinguish between tibia and foot displacement. 

While the model was optimized using the entire sets of input conditions used for the FE 

model parametric study, the LMM struggles to provide an accurate fit of both human leg 

displacement and force data for the higher frequencies. Thus, it is recommended that model 

3A only be used for loading frequencies ranging from 5-156 Hz. Though Model 3A provides 

a better fit of the human leg response, the structure of Model 2A allows for a more direct 

application to ATD development and will be discussed in a later chapter.  

5.5 Multiple Degree-of-Freedom Model with Wobbling Mass 
 While the previous MDOF models were developed based on the finite element model 

response in order to optimize the model parameters for an expanded range of loading 

conditions, a separate model was developed using the experimental PMHS data to 

incorporate the effect of the soft tissue mass of the leg. Because of the compliant link between 

the bony mass and soft tissue mass of the leg, changes in stroke and velocity of the input may 

affect the recruitment of the soft tissue mass differently. Further, accounting for the leg’s soft 

tissue mass separately could allow for distinguishing between the response of two 

specimens of the same total mass, but a different distribution of mass whether due to excess 
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adipose tissue in the leg or the anthropometry. This model was developed in order to obtain 

specimen specific LMMs to gain insight in to the role of the soft tissue mass whereas the 

previous models accounted for the soft tissue effects by the distribution of the mass between 

the foot, leg, and reaction masses.  

 Two second-order lumped-mass models were developed based on experimental data 

from component PMHS axial impact tests from a previous study by Bailey et al.14 The models 

consisted of three masses: one to represent the foot, one to represent the bony mass of the 

leg, and a third mass to represent the leg’s soft tissue mass. An additional mass was added to 

represent the knee and reaction mass of the femur for the “free” boundary condition, as was 

the case for a previous study by Kim et al.106 Compliances of the heel pad, foot and ankle, and 

leg were modeled as three separate sets of springs and dampers (Figure 5.14). The masses 

were defined such that m1 is the mass of the foot and ankle (below the distal tibia 

accelerometer), m2 is the mass of the leg from the distal to the proximal tibia, and m3 is the 

reaction mass (6.2 kg). Stiffness and damping associated with the heel pad were represented 

by k1 and c1, while k2 and c2 represented the stiffness and damping of the foot and ankle. 

Tibia/fibula compliance was denoted by k3 and c3, and the soft tissue mass of the leg was 

modeled using a “wobbling mass” (mw) attached to the bony tibia/fibula mass (m2).127 The 

equations of motion for the system under an imposed acceleration time history at the distal 

boundary are given by Eqn. 5.11-Eqn. 5.14. 
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Figure 5.14. Second order dynamic models of the leg where ki represent spring 
stiffness, ci represent damping, and mi represent mass. Displacement is denoted by zi. 
Forces measured by experimental tests are also pictured. Model 4A represents the 
“free” test condition while Model 4B represents the “fixed” test condition. 

 
𝑚1�̈�1 = −𝑘1(𝑧1 − 𝑧0) + 𝑘2(𝑧2 − 𝑧1) − 𝑐1(�̇�1 − �̇�0) + 𝑐2(�̇�2 − �̇�1) Eqn. 5.11 

𝑚2�̈�2 = −𝑘2(𝑧2 − 𝑧1) + 𝑘3(𝑧3 − 𝑧2) − 𝑐2(�̇�2 − �̇�1) + 𝑐3(�̇�3 − �̇�2) + 𝑐𝑤(�̇�𝑤 − �̇�2) + (𝑘𝑤 + 𝑘𝑤2)(𝑧𝑤 − 𝑧2) Eqn. 5.12 

𝑚3�̈�3 = −𝑘3(𝑧3 − 𝑧2) − 𝑐3(�̇�3 − �̇�2) Eqn. 5.13 

𝑚𝑤�̈�𝑤 = −(𝑘𝑤 + 𝑘𝑤2)(𝑧𝑤 − 𝑧2) − 𝑐𝑤(�̇�𝑤 − �̇�2) Eqn. 5.14 

For Model 4B shown in Figure 5.14, �̈�3, �̇�3, and 𝑧3=0, which eliminates Eqn. 5.13. 

 
 Model parameters (ki, ci) were identified using a reduced gradient algorithm in MATLAB 

(Mathworks, Natick, MA) to maximize the CORA score obtained by cross-correlating the 

LMM response and experimental data. CORA is an objective rating method that is used to 
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assess the relative correlation between two time varying signals, with scores are limited 

between values of 0 and 1 (perfect fit).85 The 36 impactor tests were used to optimize for the 

model parameters based on footplate, calcaneus, and tibia displacement, and footplate and 

proximal tibia force CORA scores. The optimization was seeded with several different initial 

guesses to avoid converging on a local maximum within the design space. The convergence 

criterion was set such that the optimization would yield a converged solution when the 

algorithm attempted to change the value of the objective function or model parameters by 

less than a prescribed tolerance. The objective function for the optimization is given in Eqn. 

5.3, where h indicates the mechanical parameter being optimized (force or displacement), j 

is the index for the test number, and CORA is the overall cross-correlation score calculated 

by averaging the equally-weighted magnitude, phase, and progression scores.85 

 A parameter-dependent modeling technique similar to the one used by Kim et al.106 was 

used to scale the LMM parameters using geometric and mass characteristics based on 

experimental test subjects to scale the model to a 50th percentile male reference leg. Only 

response prior to the time of fracture was used in the optimization, and damping and 

stiffness parameters were limited to 1000 N s m-1 and 20000 kN m-1, respectively. 

Parameters associated with the wobbling mass were treated as constants where kw=6000 N-

m-1, kw2=10000 N-m-1, and cw=650 N-s-m-1. Liu et al. used these parameters, derived from 

tendon properties, in a previous model.127 The reference mass of 0.63 kg for the bony mass 

of the tibia and fibula (m2) was estimated using the GHMBC leg model and was scaled using 

tibia length and estimated tibia radius at mid-tibia. Eqn. 5.15 through Eqn. 5.22 summarize 

the relationship between the scale parameters (αi and βi) and the model parameters (ki and 
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ci), based on heel pad thickness (theel pad), ankle radius (rankle), ankle height (Hankle), tibia 

radius (rtibia), and tibia length (Ltibia) in meters. 

 

k1 = α1(1m2)(theel pad)−1 Eqn. 5.15 

k2 = α2(rankle)2(Hankle)−1 Eqn. 5.16 

k3 = α3(rtibia)2(Ltibia)−1 Eqn. 5.17 

c1 = β1(0.5 ∗ m1) Eqn. 5.18 

c2 = β2(0.5 ∗ m1 + 0.5 ∗ m2) Eqn. 5.19 

c3 = β3(0.5 ∗ m2) Eqn. 5.20 

m2 = 0.63 (Ltibia/0.4067m) (rtibia/0.01215m) Eqn. 5.21 

mw= mleg-m2 Eqn. 5.22 

  

 Model validation was performed using data from PMHS leg tests performed by 

Henderson et al. for which data was collected and processed in a similar manner to the 

impactor data.94 For these tests, a 5.6 kg plate was attached to the potted proximal tibia and 

allowed to translate in the SAE-z direction after a hammer impacted the footplate in contact 

with the plantar surface of the foot. Instrumentation and specimen prep were similar to 

those of the impactor tests. Thirteen tests from the drop tower study were grouped into two 

conditions based on impactor mass and velocity, and labeled as Drop Tower A (tests 08-13) 

and Drop Tower B (tests 14-20). Additional response corridors were generated for these 

data and CORA scores were calculated for forces and displacements for the 13 drop tower 

tests and for the characteristic averages for each of the two conditions. 
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 Optimized parameter values based on experimental PMHS impactor tests are presented 

in (Table 5.7). The optimal αi and βi are reported along with the average ki and ci for each 

impactor test condition as well as for the drop tower and FE validation conditions. Averages 

and standard deviations are based on 12 low impactor tests, 11 medium impactor tests, 10 

high impactor tests, and 12 drop tower tests. Some experimental PMHS tests were omitted 

from the analysis due to missing data and/or excessive ankle rotation during the test. 

 

Table 5.7. Optimized parameter values for the three-mass leg model with wobbling mass. 

Data  i mi (kg) i αi (kN m-2) βi (kg s-1 m-1) ki (kN m-1) ci (Ns m-1) 
Avg. S.D.   Avg. S.D. Avg. S.D. 

Low 
Impactor 

1 0.94 0.14 1 51.0 2910 3140 440 137 20 
2 0.57 0.05 2 4.49e4 2190 620 80 165 20 
w 1.34 0.25 3 4.85e7 9310 17500 2060 263 24 

Medium 
Impactor 

1 1.17 0.20 1 51.0 2910 2950 390 171 29 
2 0.58 0.07 2 4.49e4 2190 620 100 193 28 
w 1.80 0.35 3 4.85e7 9310 17700 2150 272 34 

High 
Impactor 

1 1.14 0.22 1 51.0 2910 2970 520 166 33 
2 0.59 0.06 2 4.49e4 2190 620 90 189 29 
w 1.72 0.42 3 4.85e7 9310 18500 1880 274 29 

Drop 
Tower 

1 1.37 0.30 1 51.0 2910 2980 670 200 44 
2 0.60 0.07 2 4.49e4 2190 610 120 217 34 
w 3.03 0.81 3 4.85e7 9310 19300 2620 281 33 

FE Model 
1 1.23 0 1 51.0 2910 2450 0 178 0 
2 0.63 0 2 4.49e4 2190 630 0 203 0 
w 2.62 0 3 4.85e7 9310 18800 0 293 0 

Note: Parameters were identified assuming kw=6 kN-m-1, kw2=10 kN-m-1, and cw=650-Ns m-1. 
 
 Performance of the lumped-mass model was quantified using CORA scores comparing 

displacements and forces estimated by the lumped-mass model and those measured in the 

experimental impactor tests. These scores (Table 5.8) show good agreement (Overall 

CORA>0.9) between the model and the experimental results for all three impactor test 

conditions and all forces and displacements except tibia displacement for the low condition. 

These results also show that the highest CORA scores occurred for the medium impactor test 
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condition, while the drop tower conditions had the lowest scores. Example plots are 

presented to show the response of the LMM compared to normalized experimental PMHS 

results (Figure 5.15, Figure 5.16). Additional plots of the LMM response compared to 

corridors normalized to represent the response of the 50th percentile male are shown in 

Figure 5.17. 

 

Table 5.8. Summary of CORA scores for impactor experimental test PMHS response 
compared to lumped-mass model response for axial displacements (DZ) of masses (mi), 
proximal tibia forces (PT FZ), and footplate forces (FP FZ). 

Average Displacement CORA Scores using Scaled Parameters 
Test 
Condition 

Data Magnitude Progression Phase Overall Overall 
(Weighted) 

Low 
Impactor 

m1 DZ 0.709 0.996 1.000 0.902 0.766 
m2 DZ 0.550 0.976 1.000 0.842 0.635 
FP FZ 0.825 0.995 1.000 0.940 0.859 
PT FZ 0.826 0.994 1.000 0.940 0.859 

Medium 
Impactor 

m1 DZ 0.793 0.996 1.000 0.930 0.833 
m2 DZ 0.744 0.986 1.000 0.910 0.792 
FP FZ 0.874 0.991 1.000 0.955 0.897 
PT FZ 0.819 0.988 1.000 0.936 0.853 

High 
Impactor 

m1 DZ 0.726 0.995 1.000 0.907 0.780 
m2 DZ 0.793 0.987 1.000 0.927 0.832 
FP FZ 0.734 0.977 1.000 0.904 0.782 
PT FZ 0.802 0.984 1.000 0.929 0.839 
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Figure 5.15. Plots showing lumped mass model fit for displacements and estimates of force 
for sample tests from Impactor Low, Medium, and High conditions. Results from Impactor 
05, Impactor 14, and Impactor 36 are shown. Experimental (Exp) and lumped-mass model 
results are shown (LMM). 
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Figure 5.16. Plots showing lumped mass model (LMM) fit for displacements and estimates 
of force for sample experimental (Exp) tests from Drop Tower A and B conditions. Results 
from Drop Tower 08, and Drop Tower 15 are shown. 

  



206 
 

  

  

 

Figure 5.17. Lumped-mass model (LMM) response compared to PMHS corridors 
representing the response of a 50th percentile male based on experimental tests (Exp.). 
Results for proximal tibia force are shown. 
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 The PMHS drop tower tests were used for validation of the lumped-mass model. The 

CORA scores for the drop tower conditions were lower than those comparing the model 

response to the PMHS response from the impactor study. Since calcaneus (foot) 

displacement and footplate force were not measured in the drop tower study, only proximal 

tibia force and distal and proximal tibia displacements were compared to the LMM response. 

The weighted overall CORA score for the proximal tibia force was highest for the drop tower 

conditions, and displacement of the distal tibia had the least accurate fit. It should be noted 

that the displacement for the distal tibia was calculated by double integrating a single axis 

accelerometer aligned with the SAE-z axis of the tibia. Despite these lower CORA scores for 

the validation conditions, the model has reasonable accuracy for predicting proximal tibia 

force and the individual displacement of the distal and proximal tibia. 

 

Table 5.9. Summary of CORA scores for drop tower experimental PMHS tests and fixed- 
and free-boundary finite element model response compared to lumped-mass model 
response for axial displacements (DZ) of masses (mi), proximal tibia forces (PT FZ), and 
footplate forces (FP FZ). 

Average CORA Scores using Scaled Parameters 
Test 
Condition 

Data Magnitude Progression Phase Overall Overall  
(Weighted) 

Drop 
Tower A 

m2 DZ 0.662 0.996 1.000 0.873 0.695 
m3 DZ 0.702 0.996 1.000 0.899 0.731 
PT FZ 0.754 0.994 0.936 0.895 0.778 

Drop 
Tower B 

m2 DZ 0.691 0.994 1.000 0.895 0.721 
m3 DZ 0.693 0.998 1.000 0.897 0.724 
PT FZ 0.726 0.990 0.879 0.865 0.752 

 
 The LMM and response corridors developed in this study provide a unique 

characterization of the human leg for a broader range of loading rates and load durations 

than previously existed. Further, the LMM’s development based on three separate loading 

conditions and geometric parameter-dependence which enables scaling to a specified 
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anthropometry, increase its utility compared to other models. Previous LMMs characterized 

the leg for specific loading conditions, which limits their use in a broader range of 

applications.7,43,67,94,106,114,127 The narrow range of loading rates used to develop previous 

models, as well as the incorporation of a wobbling mass to represent soft tissue in the current 

model, may explain some of the differences between the parameters identified for the 

current model and previous models. 

 The heel pad stiffness estimated by this model is 2450 kN-m-1, assuming a heel pad 

thickness of 14.5 mm.  A previous study by Aerts et al. found the heel pad stiffness to be 1080 

kN-m-1,2 Pain et al. and Chi et al. estimated the heel/foot stiffness to be 965 kN-m-1 and 125 

kN-m-1, respectively.45,154 While all of these foot and heel stiffness estimates are lower than 

those presented in the current model, the lack of specialized instrumentation and difference 

in loading rate may explain these discrepancies. Many of the models developed from gait 

analysis data do not have the granularity provided by PMHS impact test instrumentation, 

which predisposes those analyses to estimate foot/ankle stiffness as a whole rather than 

separating out the effect of the heel pad. Calculating the overall stiffness of the heel pad and 

foot and ankle from the current model gives a stiffness of approximately 500 kN m-1 at quasi-

static rates, which agrees reasonably with previous studies, particularly when considering 

the addition of the damping element effects.  

 Tibia stiffness estimated by the model is also consistent with the literature. Using the 

tibia stiffness (18800 kN m-1) coupled with a tibia length of 407 mm and a tibia cross-

sectional area of 463 mm2, as measured from the GHBMC leg model, approximates an elastic 

modulus for the tibia of 16.5 GPa.  This approximation is in agreement with a study by 
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Kemper et al. that estimated the tibia cortical bone elastic modulus for compression to be 

16.4 GPa.103 

 The assessment of model fit using CORA showed that despite being optimized to fit the 

impactor test data, the model also was able to fit the response of the validation data, though 

with lower CORA scores. The breakdown of the CORA scores shown in Table 5.9 revealed 

average CORA magnitude scores were lowest for the drop tower conditions, with the lowest 

scores occurring for m2 (tibia) displacement. One likely reason for this is that drop tower 

displacements were measured using a single accelerometer on the tibia, which was unable 

to be transformed to the local coordinate system of the tibia due to the lack of 

instrumentation necessary to perform the calculation. Phase differences between 

experimental and model-predicted proximal tibia forces also contributed to lower Overall 

CORA scores for the drop tower tests. Phase CORA scores ranged from 0.6 to 1.0 for the drop 

tower tests, with experimental forces lagging the model-predicted forces. Further 

investigation is necessary to understand how the model should be altered to better fit the 

data for this alternative boundary condition. 

 One assumption made during the development of the model was the stiffness and 

damping associated with the wobbling mass. The model was found to be relatively 

insensitive to changes in the wobbling mass stiffness (<0.03% average change in the CORA 

magnitude score for forces and displacements for a 200% increase in kw); however, changes 

in the wobbling mass itself had a greater effect on the proximal tibia force (<0.2% average 

change in forces and displacements for a 200% increase in wobbling mass) for the high 

impactor condition. As expected, the model’s sensitivity to these changes was greater for the 

drop tower conditions because of the larger displacements allowed by the free proximal 
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boundary. For the drop tower tests, doubling kw led to a 4% average change, and the doubling 

mw led to a 5% average change in in CORA magnitude for proximal tibia force. This difference 

in the effect of changing the wobbling mass parameters for the fixed versus the free 

boundary condition provides one possible reason for the phase differences observed 

between the drop tower experimental forces and the model-predicted forces. 

 Another assumption was that the human leg behaves linearly for the loading rates 

involved. This assumption was evaluated using the UVA leg model and the principle of 

superposition.78 Three sinusoidal acceleration pulses with different amplitudes and 

frequencies, and a fourth pulse consisting of the sum of those three pulses were applied to 

the foot (in the -SAE-z direction) of the FE model in four separate simulations.78 The sum of 

the model’s force response to the first three pulses was compared to the model’s response 

to the fourth pulse. These curves agreed reasonably for the case where a preload of 100N 

was applied to the leg (4% peak force difference); however, superposition did not hold for 

the case where the leg was not preloaded (17% peak force difference). Since all PMHS tests 

involved an initial pre-compression, and the model is to be used for applications in which 

the leg is subject to initial loading from the leg’s mass due to gravity, it is believed that the 

assumption of the leg’s linearity is reasonable. 

 The leg model developed in this study using PMHS axial impact test data spanning a range 

of load rates from 0.24 to 5.99 kN ms-1 provides a simplified tool for understanding the 

response of the leg for applications ranging from automotive intrusion to UBB. The broader 

range of loading rates used for development of this model enable the model to more 

accurately capture the frequency-dependence of the leg compared to previous models 

developed based on a narrow range of load rates. Further, geometric-dependence of the 
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model parameters allows for prediction of specimen-specific responses. Future applications 

of this analytical tool, along with the response corridors generated by this study, include 

anthropomorphic test device (ATD) design and assessment of the effectiveness of injury 

mitigation materials. The mass breakdown of this model and the characteristics of the 

compliance of elements of the leg emulate the segmented structure of current ATD legs such 

as the Mil-Lx and Thor-Lx.134,146 Changing the properties of elements within these designs 

such as mass distribution or material properties to match those of the dynamic model could 

potentially improve ATD biofidelity across a larger range of loading rates than currently 

exists. Additionally, this LMM could be used to assess the effectiveness of floor mats and 

boots for mitigating injury in UBB events.  

5.6 Frequency Response 
 Matlab was used to calculate the resonant and damped natural frequencies associated 

with the LMMs, particularly the MDOF model with the wobbling mass. First, the state space 

equations were derived using theory published by Lellement et al.118 These equations are 

presented in matrix form in Eqn. 5.23 through Eqn. 5.32 for Model 1, where theta was used 

to represent the first derivative of the displacement to turn the equations into first order 

equations for the state space representation. Next, Matlab was used to find the eigenvalues 

of A, which were then used to calculate the damped natural frequencies and resonant 

frequencies of the model using Eqn. 5.28 through Eqn. 5.31. Eqn. 5.32 was used to convert 

the frequency to units of Hertz, where f is the frequency in Hertz, and ω is the frequency in 

rad-s-1. 
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θ̇(t) = 𝐀θ(t) + 𝐁u(t) where 𝜃 = �̇� and u(t) is the force input Eqn. 5.23 
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Eqn. 5.24 

B1=  0 0 0 0 0 0 0 0  T 
 

Eqn. 5.25 

θ̇=  θ̇1 θ̇2 θ̇3 θ̇4 θ̇5 θ̇6 θ̇7 θ̇8  T 
 

Eqn. 5.26 

θ =  z1 z2 z3 zw ż1 ż2 ż3 żw  T 
 

Eqn. 5.27 

Eigenvalues of A are in the form of Eqn. 5.28 where 𝑗 = √−1.  

𝜆𝑖 = 𝛼𝑖 + 𝑗𝛽𝑖 Eqn. 5.28 

  

𝜉𝑖 = −𝛼𝑖

√𝛼𝑖2+𝛽𝑖
2
 where 𝜉𝑖 is the ith modal damping ratio Eqn. 5.29 

  

𝜔𝑛𝑖 = √𝛼𝑖
2 + 𝛽𝑖

2 Eqn. 5.30 

  

𝜔𝑟𝑖 = 𝜔𝑛𝑖√1 − 2𝜉𝑖 Eqn. 5.31 
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𝜔 = 2𝜋𝑓 Eqn. 5.32 
 
 Table 5.10 summarized the results of the calculations described above for the wobbling 

mass model as well as for the simpler models. The first damped natural frequency of the 

multiple-DOF models ranged from 23-44 Hz while the largest damped natural frequencies 

ranged between 210-900 Hz. These lowest frequencies align with the range of natural 

frequencies Wakeling and Nigg reported for the leg of 20-50 Hz.217 Another study by 

Wakeling et al. found the natural frequencies associated with the soft tissue mass of the 

entire leg ranged from 10-50 Hz, with the average natural frequency associated with lower 

leg musculature ranging from 20-22 Hz.218 These frequencies are significantly lower than the 

natural frequencies calculated for the tibia alone, which have been reported by previous 

studies to range between 300-1200 Hz.22,95,202 The highest natural frequencies for the LMMs 

fall in this range. 

Table 5.10. Summary of damped natural frequencies calculated for 
each of the LMMs of the leg. 

Model Damped Natural Frequencies 
(Hz) 

SDOF Model 1A 306.9 

2DOF Model 2A 43.6 
211.6 

3DOF Model 3A 
40.4 

302.6 
436.3 

4DOF Model 4A 
23.3 

184.4 
897.3 

 
 Previous studies have performed modal analysis on individual bones of the human leg to 

estimate resonance frequencies.105,143,203,210 Khalil and Viano used experimental impact 

testing to investigate the dynamic response of the human femur, while studies by Hobatho 
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et al. and Thomsen used finite element modeling to estimate the resonant frequencies of the 

human tibia.95,105,203 Since the resonance frequencies for the entire leg were of interest to 

this study rather than the resonant frequencies of the individual bones, the automated 

method of finite element model modal analysis was not used. Instead, the human leg FE 

model was subjected to prescribed impact and vibration conditions in order to estimate the 

natural frequencies of the leg.  

 A linear frequency sweep from 2-200Hz was used as a prescribed displacement 

boundary condition on the “pot” affixed to the proximal end of the tibia. Magnitude of the 

oscillating displacement was 20 mm. A power spectrum density plot was generated for the 

resulting calcaneus vertical displacement response to estimate the natural frequencies 

associated with the human leg FE model (Figure 5.18). The first and second peaks in the 

power spectral density plots estimate resonance frequencies of 22.2 and 47.6 Hz. The first 

frequency matches closely with the first natural frequency estimated for the 4DOF LMM, 

while the second frequency is similar to the first frequency estimated by the 2DOF and 3DOF 

LMMs.  
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Figure 5.18. Power spectral density plot for vertical calcaneus 
displacement for the finite element human leg model exposed to 
a sine wave sweep displacement function.  

 

5.7 Conclusions 
 Several iterations of lumped mass models were developed for characterizing the leg’s 

frequency response. These models revealed that the human leg response to axial loading can 

be characterized for loading frequencies ranging from 5 to 56 Hz using the single-DOF model 

provided in Section 5.2. As additional degrees of freedom were added to the LMM, the 

model’s ability to fit the response of the human leg improved. The 2-mass model was able to 

produce force CORA scores greater than 0.8 for frequencies below 156 Hz and the 3-mass 

model improved those CORA scores to exceed 0.90 for the same range of frequencies. A final 

model was constructed using PMHS data and included a “wobbling mass” to account for 

inter-specimen mass distribution differences. This model was found to provide a satisfactory 

fit of the PMHS data and is intended to provide information about scaling of PMHS data, 

though additional information is necessary to fully validate the model. 
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 The natural and resonant frequencies associated with each of these models were 

calculated, with the lowest damped natural frequencies ranging from 22.3 to 43.6 Hz for the 

multiple-DOF models. A subsequent finite element model analysis estimated the first 

resonant frequency to be 22.2 Hz, which reasonably agrees with the frequencies estimated 

by the LMMs. These frequencies will be used to inform the decisions made during the 

development of a duration-dependent injury criterion to be discussed in the next chapter. 

 Information obtained from this exercise also provides valuable information which can be 

used for ATD leg design purposes. Modeling the leg as a single-DOF model is similar to using 

the Hybrid-III leg to predict human leg response. As with the Hybrid-III leg, the single-DOF 

model should only be used to predict the response of the leg for a narrow range of loading 

frequencies, particularly low frequencies. A study by McMaster et al. demonstrated the 

ability to model the Hybrid-II leg as a single-DOF LMM and used this model to develop a 

transfer function between the forces measured by the ATD and those measured in PMHS 

legs. 

 The 2-mass model is representative of the Thor-Lx and Mil-Lx ATD legs, which contain a 

compliant puck located in the tibia shaft. This chapter demonstrated that while a 3-mass 

model produces a better fit of the human leg response, the 2-mass model is still able to 

produce satisfactory results for the range of loading frequencies from 5-156 Hz. Chapter 7 

will focus on using this information to provide recommendations for the improvement of the 

current Mil-Lx design. 
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6 Leg Injury Criterion Development 

6.1 Introduction and Preliminary Considerations 
 The previous chapters of this dissertation focused on demonstrating the frequency-

dependence of the leg’s response to axial impact loading. The PMHS testing performed in 

Chapter 3 showed a significant difference in force at fracture between two loading conditions 

with different force durations. Chapter 4 focused on using a finite element model to obtain a 

more continuous relationship between peak force and duration (frequency) and the strain 

and compression response of the leg. In Chapter 5, several lumped-mass models were 

developed to characterize the response of the leg to impact loads typical of automotive 

intrusion and UBB. This chapter will utilize the tools and information from these previous 

chapters to outline several approaches for combining force and time into a single injury 

predictor to be used for development of an injury criterion for the leg exposed to axial impact 

loading. 

 The first step toward developing an injury criterion to encompass a larger range of 

loading frequencies is to examine existing PMHS data in terms of durations and peaks rather 

than peak load alone. The objective of this chapter is to demonstrate the duration 

dependence of a force-based injury threshold for the leg and produce an injury criterion that 

can be used for short duration events characteristic of UBB as well as longer duration events 

such as automotive intrusion. 

6.1.1 Injury Location Analysis 
Prior to developing an injury criterion for the leg, it is important to specify the injuries to 

be targeted. Data was collected from 286 previous axial loading component PMHS leg 

tests,73,82,94,109,138,181,191,231 and injuries were studied to determine the best location for 

injury predictor measurements (i.e. force measurement location). Injuries from these tests 
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included mainly calcaneus, talus, and distal tibia (pilon) fractures, with calcaneus fractures 

far outnumbering other injuries. Further analysis showed calcaneus fractures occurred 

alone (127 tests), and also accompanied many of the talus and pilon fractures. Proximal tibia 

injuries occurred only in tests in which the knee joint was included,73,135 and occurred only 

once without a calcaneus fracture or Achilles tension added (Figure 6.1). This injury location 

study suggested that mid-tibia or proximal tibia force may not be able to fully capture the 

force at fracture since most injuries occur distal to the tibia, and also makes a case for 

concentrating on injuries occurring in the foot and ankle. 

 

 

Figure 6.1. Frequency of leg injuries from 286 axial loading tests, showing 
a prevalence of calcaneus fractures. Injuries were classified into three 
categories depending on the presence of Achilles tension and the 
occurrence of calcaneus fracture in addition to another fracture. 
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Additional injury location information was provided by the linear impactor study 

described in Section 3.2.2. Dynamic x-ray and acoustic sensors were used to determine time 

of fracture for individual bones in the foot/leg. Figure 3.13 showed time-stamped images of 

a dynamic x-ray from a test where multiple injuries occurred. Image A showed the time that 

calcaneus fracture onset occurred, which agreed with the time of fracture estimated by the 

acoustic sensor placed on the calcaneus. Image B showed the onset of tibia pilon fracture. 

The sequencing of these injuries was replicated by all tests in which multiple fractures 

occurred, with the trend being that distal fractures occurred prior to more proximal 

fractures. Assuming that this trend holds for other studies, it can be concluded that calcaneus 

fracture is more likely than more proximal fractures such as talus and pilon fractures. Thus, 

it can be assumed that injuries subsequent to fracture of the calcaneus were a result of 

further load transmission through the fractured calcaneus for cases in which the impact 

contained sufficient energy to cause additional fractures. This justifies a focus on forces and 

accelerations measured at the plantar surface of the foot rather than at the mid- or proximal 

tibia for injury prediction, with the caveat that additional factors such as Achilles tension, 

flexion or xversion of the ankle, or off-axis loading may alter the location of injury as 

discussed in previous literature.15,70,71,109 

6.1.2 Force Measurement Location 
 Force has been measured primarily in three locations by PMHS leg axial loading studies: 

the footplate, at the mid-shaft of the tibia, and at the proximal end of the tibia. These locations 

have different advantages and disadvantages in terms of ease of instrumentation, 

interpretation, and existence of equivalent measures in the ATD. Measuring force at the 

footplate is complicated by the need to inertially-compensate the force since the load cell is 
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moving. Additionally, because of the high accelerations or high forces measured at the impact 

site, high capacity load cells are required for measuring footplate loads in most cases. The 

advantages of measuring the load at the footplate is that the input force is known, and one 

does not have to rely on calculations to determine the input force.  

 Mid-shaft tibia load cells, often referred to as implanted load cells, require careful 

alignment to reduce the likelihood of artefactual fractures. Further, the additional mass that 

the load cell adds to the tibia and its disruption of the transmission of force through the 

naturally curved bone interfere with the natural response of the leg to axial loading. Though 

the effect on load transmission has not been quantified, there is ample evidence of the 

causation of artefactual tibia and fibula fractures in literature from McKay and Bir, Klopp et 

al, and Funk et al.70,109,135 Moreover, unless a fibula load cell is also implanted, load 

transmitted through the fibula must be estimated and added to the force measured by the 

implanted load cell for accurate assessment of the loads transmitted through foot to the leg. 

The advantage of measuring force at mid-tibia is that this force is easily measured in existing 

ATDs for direct comparison. 

 Proximal tibia forces are the most convenient to measure in these tests because of their 

location away from the impact site. In many cases, the load cell can be attached easily to the 

potted end of the tibia or placed in contact with the knee. Disadvantages of measuring forces 

at the proximal tibia is that these forces are inertially shielded from the impact and often fail 

to capture the higher forces present at more distal locations. As discussed in the previous 

section, a majority of the fractures caused by axial impacts to the foot are located in the foot 

and ankle. Furthermore, when estimating force at time of fracture for high acceleration 
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impacts, the proximal tibia force will often continue to rise after fracture occurs due to the 

inertia of the mass between the fracture location and the load cell. 

 In using peak force (not force at fracture) to estimate injury risk, there is little difference 

between the use of each of these force measurement locations based on the finite element 

model. Maximum principal strains from various elements of the calcaneus cortical shell were 

compared to the peak forces measured at the footplate (FPFZ), mid-tibia (MTFZ), and 

proximal tibia (PTFZ) for each of the FE simulations run for the parametric study. The 

correlation matrix in Figure 6.2 shows that mid- and proximal tibia forces were slightly less 

correlated with each of the calcaneus strains compared to footplate force. However, 

differences in the correlation coefficient were 0.01 or less. Assuming that the strains 

predicted by the FE model are correlated with risk of fracture in the human calcaneus, 

proximal tibia force, mid-tibia force, and footplate force are nearly equivalent in their ability 

to predict fracture risk. 
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Figure 6.2. Correlation matrix for strains and forces from the finite element 
leg model. Correlation coefficients are provided for proximal tibia force 
(PTFZ), mid-tibia force (MTFZ), footplate force (FPFZ), medial calcaneus 
strain (calcS1), calcaneus strain near the fracture site (calcS2), maximum 
calcaneus strain (MPS), 50th percentile maximum principal strain in the 
calcaneus (S50), and 95th percentile maximum principal strain in the tibia 
(S95). 

 
 Unfortunately, the FE strain-force analysis only tells part of the story. When fracture 

occurs in the leg, some of the energy is dissipated by the formation of the fracture. In the case 

of axial impacts to the foot, if fracture occurs in the calcaneus, the forces measured superior 

to the calcaneus may be less than if no fracture occurred. Load transmission through the 

fracture not only affects the peak of the proximal forces, but also the timing (Figure 6.3). 

When using tests for which timing of fracture is unknown (left censored data), using peak 
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mid- or proximal tibia force may skew the statistical analysis toward associating a lower 

probability of injury with a given force value.  

 For example, an uninjured specimen may reach a peak proximal tibia force of 5 kN when 

the peak footplate force is 10 kN due to differences in inertia at the two locations. For a higher 

acceleration impact, the calcaneus may fracture at 12 kN of footplate force, but because of 

the disruption caused by the fracture, the peak force measured by the proximal tibia load cell 

may only peak 4 kN. In this case, a higher force at the location of fracture (footplate) may be 

mapped to a lower force at the proximal tibia than would have actually been measured had 

fracture not occurred. This “mapping” concept becomes further complicated when 

considering that different impact accelerations can cause the same peak force at the proximal 

tibia to be mapped to different peak forces at the footplate (which is likely to be closer to the 

location of fracture).  

 

Figure 6.3. Comparison of peak forces as measured at the footplate versus the mid- or 
proximal tibia in the FE model for various input acceleration conditions. While the forces 
are correlated, this scatterplot shows that multiple mid- or proximal tibia forces may be 
mapped to the same footplate force. 
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 To demonstrate this concept, peak mid- and proximal tibia forces were plotted against 

peak footplate force as predicted by the FE model for various loading conditions ranging in 

input acceleration frequency from 5 to 830 Hz (Figure 6.3). Both fracture and no-fracture 

simulations were included in the plot. For peak footplate forces within the range of realistic 

forces expected for automotive intrusion and UBB (approximately less than 25 kN), a 

difference of up to 10 kN could be measured between two mid- or proximal tibia forces 

measured for the same peak footplate force. This suggests not only the importance of 

measuring force close to the location of fracture, but also demonstrates the amount of error 

that could be incorporated into an injury risk function that combines forces measured at 

different locations for varied rates of loading.  

6.1.3 Consideration for Covariates 
As previously mentioned, bone mineral density (BMD), age, gender, and loading rate are 

all factors which can affect the injury tolerance of a particular bone. After determining the 

main predictor variable, covariates can be chosen in such a way as to reduce the variance in 

the relationship between injury and the main predictor.96 Before attempting to add 

covariates to a survival model, it is important to understand how the covariates relate to 

each other as well as how they physically relate to the main predictor variable. Simply 

assuming each covariate has a linear effect on injury outcome could greatly affect the 

predictive capability of the IRF despite the model fitting the data set from which it was 

generated. For this analysis, BMD, age, sex, loading rate, and dorsiflexion angle were 

considered. 
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Bone Mineral Density (BMD) 

Bone mineral density has been correlated with both the toughness and strength of bone 

by many studies.5,89,119,121,132,183 McCalden et al. determined that the decrease of cancellous 

bone strength has a 92% correlation with apparent density of bone,132 while other studies 

have used quantitative computed tomography (QCT) to assess bone density and found BMD 

accounts for 48-77% of variability in femur strength.119 Bone mineral density alone, 

however, cannot completely define the overall toughness or strength of bone because of its 

complex structure consisting of both crystalline and fibrous microstructures as well as a 

macrostructure containing trabecular and cortical bone.121,180 Since BMD alone cannot 

account for specimen variability in bone strength, using surrogates such as age and sex which 

have relationships with both BMD and cause other microstructural changes may prove 

better able to reduce the variance in an injury prediction model.5,121,180,183 

Age and Sex 

Age and gender have been found to have various effects on injury, particularly bony 

injury; however, their individual effects are difficult to distinguish.57,132,183 For example, 

there is a higher rate of BMD loss in peri- and post-menopausal women than in men across 

all ages,21 and as previously discussed, BMD has been correlated with ultimate strength of 

bone. Additionally, bone, independent of BMD, is associated with increased fracture risk 

because of age-related changes to the musculo-skeletal system; further, the cross-link 

density of collagen structures in bone increases with age, causing a decreased ability to 

dissipate energy before fracture occurs.180 As bone ages, remodeling of bone increases the 

density of osteons and gradually elevates the number of locations for crack formation; these 

factors contribute to the likelihood of brittle fracture of bone.180 Age-related bone resorption 
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affects men and women differently as well. Ruff et al. showed that only men compensate for 

loss of cortical thickness due to bone resorption, while the cortical thickness in women tends 

to decrease with age.21,183 These trends seem to indicate that both age and sex affect injury 

susceptibility, and careful consideration needs to be given to how to treat them both 

separately and as co-dependent variables in an injury analysis. 

Mass 

 Mass of the specimen also contributes to variance in force at fracture. For a given 

acceleration input, a specimen with greater mass will have greater inertia, which will 

increase the force measured for that impact. Thus, when using an injury predictor such as 

force, the data must be scaled accordingly, such that the fracture force is normalized to a 

common specimen mass to avoid estimating higher tolerances for given impact conditions. 

This scaling can be accomplished multiple ways: by scaling data prior to statistical analysis, 

or by scaling the predictor variable in the survival analysis. In the injury criterion proposed 

by Funk, mass raised to the negative two-thirds power was used in place of a linear 

relationship between force and injury to account for the relationship between mass, force, 

and velocity. 

Mass and Sex 

 It is also important to consider mass, particularly when considering sex as a covariate. 

Without compensating for mass in the injury analysis, the effect size of sex as a covariate 

may be artificially increased. Rather than the sex covariate corresponding to the effect of the 

difference in bone structure and bone strength between males and females, it then becomes 

a catch-all for the effects of mass and sex differences on fracture tolerance. 
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Load-Rate Dependence 

Another consideration for a covariate is load-rate dependence since bone’s ultimate 

strength varies with strain rate.133 While some of the variability due to loading rate may be 

accounted for by measuring the force close to the location of injury, it is difficult to determine 

the effect of loading rate on the material properties of bone when one cannot completely 

compensate for other variables’ effect on injury probability. Response to impact loading not 

only depends on the stiffness of the body being loaded, but also on the inertial and viscous 

resistances, which heavily depend on load rate.211 

 

 

Figure 6.4. Cortical bone strain-rate dependency of stress-strain behavior 
from McElhaney (1966)133 

 
Early literature showed that cortical bone properties are strain-rate 

dependent.37,39,65,133,224 Carter and Hayes determined that ultimate strength of the bone is 

proportional to strain rate to the 0.06 power37 and McElhaney concluded that the modulus 

of elasticity and ultimate strength of bone are proportional to strain rate (see Figure 6.4).133 
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Since the effect of strain rate is so small for the range of loading rates applicable to 

automotive intrusion, many studies have not considered loading rate as a predictor variable 

or covariate in their analysis; however, when developing an injury criterion to be used for a 

variety of applications from automotive intrusion to UBB, it is important to be able to account 

for these effects, or at least quantify their potential effect. 

Additionally, the effect of strain rate or loading rate on soft tissues such as the heel pad 

must not be neglected. Previous studies have shown that the fat pad on the plantar surface 

of the calcaneus has viscoelastic properties, and because of its location between the 

impacting load and the bony structures of the foot/ankle complex, has the ability to control 

the loading profile. Work by Gabler et al., Natali et al., and Erdemir et al. has determined 

viscoelastic heel pad property models, and Gabler has shown through the use of FE modeling 

that heel pad properties significantly affect the ability of an FE model to predict 

failure.64,78,145 Stiffening of the heel pad under high-rate compressive loading influences the 

amount of energy transmitted to the bony structure of the foot, thus having a potential effect 

on probability of injury. While strain rate may have a seemingly trivial effect on the 

properties of bone, the viscoelastic nature of soft tissues may prove to be significant. 

Ankle Position 

 As previously mentioned, ankle position plays an important role in injury type and injury 

mechanism.71 While xversion of the ankle predisposes the leg to malleoli fractures, plantar 

flexion and dorsiflexion have been shown to change the amount of tibio-talar joint 

articulation, with plantar flexion decreasing contact area.35,117 This change in contact area 

helps explain the positive relationship between force at fracture and dorsiflexion angle 

suggested by previous injury risk analyses.12,82,109 Gallenberger et al. suggested that 20 
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degrees of dorsiflexion increases the force at fracture by 1.1 kN at 50-percent probability of 

injury, while a similar increase in force at fracture was estimated by Bailey et al.15,82 The 

statistical significance of the effect of flexion within these injury risk analyses, in addition to 

the underlying understanding of change in contact area associated with ankle flexion, 

suggest that it should be accounted for as a covariate. Other literature has demonstrated that 

ankle flexion angles greater than 10 degrees can contribute to alternative injury mechanisms 

due to shear and bending.35,72,109 

 Ankle xversion has been previously associated with malleolar fractures.71,109 These 

fractures are usually associated with shear and bending rather than axial loading. Because 

ankle xversion plays such a major role in determining the type of fracture and introduces an 

alternative injury mechanism, it is important to understand the role of this variable in the 

injury criterion. 

6.1.4 Data Set and Predictor Variable Selection 
 Data from 454 axial loading PMHS leg tests was collected from 11 previous PMHS studies 

and those outlined in Chapter 3.14,57,70,81,94,109,136,138,181,229 Tests which included an initial 

eversion or inversion of the ankle greater than 10 degrees were eliminated from the data set 

due to the presence of alternative injury mechanisms for the leg under these 

conditions.35,71,109 The remaining 249 tests are summarized in Table 6.1. Impact velocities 

ranged from 0.003 to 11.5 m-s-1 with forces measured from 0.8-20.5 kN. 
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Table 6.1. Summary of PMHS axial loading tests with limited ankle xversion (249 tests).  
This data set will be referred to as the “larger data set.” 

Study 
 

Boundary 
Condition 

Velocity 
(m/s) Impulse (Ns) Force 

(kN) 
Sample Size 

Male Female 

Roberts et al. 1993 Potted prox. tibia* 0.003-7.5 17-490000 2.4-16.2 14 6 
Schueler et al.  Whole body 3.15-3.7 18.2-80.7 7.7-20.5 18 6 
Yoganandan et al. 1996 potted prox. tibia 1.8-7.6 14-89 0.9-13.6 24 2 
Klopp et al. 1997 Seated position* 1.4-5.5 33-100 2.7-19.3 18 11 

Funk et al. 2000 Potted mid-femur* 4.3-9.5 25-78 4.4-10.9 2 15 
Funk et al. 2002 Knee fixed  1.4-8.4 23-115 1.7-11.9 18 17 
McKay et al. 2009 Hybrid-III knee 6.8-11.5 34-58 7.4-14.8 8 2 
Henderson et al. 2013 Potted prox. tibia 4.4-7.8 36-67 10.5-15.9 19 0 
Impactor Fixed prox. tibia 0.4-5.2 68-133 2.8-17.8 36 0 
Gallenberger et al. 2013 Potted prox. tibia* 3.2-9.1 13-52 3.9-6.1 19 2 

Crandall et al. 1996 Seated position* 13-16.6+ 96-120 0.8-2.7 8 0 
Thor 2014 Knee fixed 1.3-1.8 133-146 2.9-3.7 4 0 
*Includes dorsi/plantar flexion tests 
+Delta-V reported in publication 

 
 Additional tests were removed from this data set to ensure that the data was similar 

enough to use for development on an injury risk function. First, since it was previously 

determined that plantar force, rather than tibia force, is the best correlated with strain in the 

leg, the tests which did not report plantar or footplate force were removed. Secondly, tests 

which included Achilles tension were also eliminated because of the additional force added 

to the tibia.70,108 In some cases, force-time history was not reported or sufficiently described. 

These tests were also removed. Lastly, tests which included greater than 10 degrees of 

dorsiflexion were eliminated because of the effect of dorsiflexion on ankle joint contact area, 

which has been associated with an increase in force at fracture.82,109 After eliminating tests 

with insufficient data, that did not meet the inclusion criteria, or exhibited artefactual 

fracture, the combined data set contained 137 tests (Table 6.2). From here forward, this data 

set will be referred to as the “combined data set.” 
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Table 6.2. Summary of PMHS axial loading tests to be included in the development of the 
leg injury criterion (137 tests). This data set will be referred to as the “combined data set.” 

Study 
 

Boundary 
Condition 

Velocity 
(m/s) Impulse (Ns) Force 

(kN) 
Sample Size 

Male Female 
Yoganandan et al. 1996 potted prox. tibia 1.8-7.6 14-89 0.9-13.6 22 2 
Klopp et al. 1997 Seated position* 1.4-5.5 33-100 2.7-19.3 18 10 
Funk et al. 2000 Potted mid-femur* 4.3-9.5 25-78 4.4-10.9 2 5 
Funk et al. 2002 Knee fixed  1.4-8.4 23-115 1.7-11.9 9 10 
Henderson et al. 2013 Potted prox. tibia 4.4-7.8 36-67 10.5-15.9 19 0 
Impactor Fixed prox. tibia 0.4-5.2 68-133 2.8-17.8 36 0 
Thor 2014 Knee fixed 1.3-1.8 133-146 2.9-3.7 4 0 
*Includes dorsi/plantar flexion tests  

 
 A scatterplot matrix was generated to inspect the degree to which variables in the data 

set were correlated (Figure 6.5). Variables included in the scatterplot included: bone mineral 

density (BMD); injury (coded as 1 for injury and 0 for no-injury); injury location (classified 

according to the most proximal injury with 1 being a calcaneus fracture and 5 being a 

proximal tibia fracture); proximal boundary (with 1 denoting a fixed boundary and 0 

indicating a free boundary); sex (with 1 indicating a male; and 0 denoting a female); age (in 

years); whole body mass of the specimen (in kg); impact velocity (in m-s-1); load rate 

(measured at the footplate in kN-ms-1); footplate force (in kN); mid-tibia force (in kN); and 

proximal tibia force (in kN). 

 A correlation matrix was also produced to quantitatively assess the correlation between 

these variables (Figure 6.6). Since bone mineral density was not reported for all tests, this 

variable was left out of the correlation matrix. Variables with positive correlations are shown 

in blue, while negative correlations are shown in red. The most notable correlation in the 

data set are that proximal tibia force and mid-tibia force are highly correlated (R2=0.91), 

while floor force and mid-tibia force and floor force and proximal tibia force are less 

correlated. Injury was found to be most correlated with floor force (R2=0.54) as compared 

to proximal tibia force (R2=0.47) and velocity (R2=0.45), which were the next highest 
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correlated. It is interesting to note that mid-tibia force was the least correlated with injury 

when compared against floor and proximal tibia forces. This may result from the fact that 

implanted tibia load cells only measure the force transmitted through the tibia and neglect 

the force in the fibula. 

 

 

Figure 6.5. Scatter plot matrix showing trends and correlations between various aspects 
of the combined data set. Proximal and mid-tibia forces were shown to be highly 
correlated, while other variables showed only slight or no visible correlation. 
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 Mass and sex were found to be slightly correlated for the data set (R2=0.5), as expected. 

Age and sex were slightly negatively correlated (R2=0.4), meaning that the average age of the 

female specimens was slightly greater than that of the male specimens. Though this 

relationship is not causal, it may be an artifact of the inclusion criteria for many of the data 

sets requiring non-osteoporotic specimens. Velocity and load rate were not significantly 

correlated (R2=0.25) for the data set, which speaks to the variety of boundary conditions and 

impactor masses used in the data set. Negative correlations were calculated for age and each 

of the forces, which was expected based on the assumption that fracture occurs at peak force, 

though this relationship is better understood using a regression or survival analysis rather 

than correlations. 
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Figure 6.6. Correlation matrix for the combined data set where negative correlations are 
shown in red and positive correlations are shown in blue. The highest correlation was 
observed between mid- and proximal tibia force, while the lowest correlation was between 
age and injury location. 

 
 Noticing that mass and force were somewhat correlated (R2=0.48), a second correlation 

matrix was created using mass-normalized forces and force rate (Figure 6.7). As expected, 

the correlation between mass and each of the forces decreased. Correlation between sex and 

the forces decreased as well, showing that the potential effect of sex on fracture force is 

dominated by inherent mass differences between males and females. Correlation between 

footplate force and injury increased from 0.54 to 0.56, but correlation between mid-tibia and 
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proximal tibia forces decreased. This result is likely due to the effect of inertia on forces 

measured in different locations. These correlations do not provide enough information from 

which to draw conclusions and will be revisited later in the dissertation. The fact that 

boundary condition was not highly correlated with any of the others variables is promising 

for the data set, considering this would imply that the test series was a significant contributor 

to the data’s behavior.  

 

Figure 6.7. Correlation matrix using scaled forces for the combined data set where negative 
correlations are shown in red and positive correlations are shown in blue. Again, the 
highest and lowest correlations were between the mid- and proximal tibia forces and age 
and injury location, respectively. 
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 Next, the relationship between injury and non-injury data points was assessed 

qualitatively by plotting force against time-to-peak force and force duration, for the three 

force measurement locations (Figure 6.8). A log-log scale was used in order to show all data, 

including the quasi-static data from Roberts et al. on the same plot. From the data set shown, 

it is clear that force alone is insufficient for separating the injured and non-injured test data. 

The negative correlation between time and peak force for the injury points, particularly for 

the footplate (plantar) and mid-tibia force locations, emphasizes the necessity of 

incorporating duration or frequency-dependence into an injury criterion for the leg. This 

behavior is consistent with the theories of Stech and Payne and von Gierke discussed in the 

introductory chapter.197,214,216  
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Figure 6.8. Force versus force duration and time-to-peak for footplate, mid-tibia, and 
proximal tibia locations for the larger data set. The left column shows peak force for each 
of the three locations plotted against force duration, while the right column shows the 
peaks plotted against the time-to-peak force. 

 
 Having previously provided justification for using plantar (footplate) force to predict 

injury for these injuries, and having outlined the disadvantages associated with the other 
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force measurement locations, further analysis was focused on plantar forces. A closer look 

at peak plantar force versus duration for the injury tests shows an unmistakable negative 

relationship between assumed force at fracture and time (duration or time-to-peak) for the 

larger data set (Figure 6.9). Figure 6.10 shows the injury data points for the combined data 

set to demonstrate the relationship between plantar force and plantar force duration still 

holds for the smaller data set which excluded non-neutral ankle positions. The seemingly 

log-linear relationship between the short duration injury data points further suggests that 

time must somehow be included in the leg injury criterion to be able to accurately predict 

injury for the case where different loading frequencies are possible. 

 

 

Figure 6.9. Relationship between plantar force at fracture versus duration and time-
to-peak for injury data points. 
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Figure 6.10. Peak plantar force versus plantar force duration for the combined data set 
which excluded tests with non-neutral ankle positions. 

 
 

6.2 Combining Force and Time as an Injury Predictor 
 The first step to developing a new injury criterion for the leg was to determine an injury 

predictor for the data set. Section 3.2.6 concluded that a statistically significant difference 

existed between the averages for force-at-fracture for two different force durations, while 

impulse for the same two groups was not significantly different. The previous section 

showed that this trend continued when other data sets were combined for different effective 

loading frequencies. This section will discuss two preliminary methods by which to 
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characterize the relationship between force and duration in an effort to combine them into 

a single injury predictor. 

6.2.1 Linear Regression Approach 
 Linear regression was used as an initial step toward characterizing the relationship 

between force at fracture and duration. A linear regression was performed to establish the 

relationship between peak plantar force and plantar force duration for injury data points. 

Visual inspection of the data suggested that a log transformation be used. The line fitted 

through the data would be assumed as the average relationship between fracture force and 

force duration. Scatter about the line may be explained by random error and/or covariates 

which play a role in altering the force at fracture. Figure 6.11 shows the linear regression fit 

for the injury data points for the larger data set as well as for the uncensored data points 

(with quasi-static tests excluded). Table 6.3 provides the parameters for the regression lines. 

 

  

Figure 6.11. Linear regression fits of injury data points are shown. The plot on the left 
shows the linear regression fit for all injury data, while the plot on the right shows the fit 
for only the uncensored injury data points. Note that the log of the duration and log of the 
force were used to produce the linear fit. 
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 Similarity in the fit of the two regression fits suggests that peak force may be used as a 

surrogate for force at fracture when uncensored data was not present. Previous work 

showed that force at fracture and first peak force were coincident because of the effect of 

fracture on load transmission, with a drop in force often occurring as a result of fracture.70 

This observation was consistent with the findings from the impactor and drop tower studies. 

For some boundary and input conditions, however, it is possible for the specimen to reload 

after fracture to develop a higher force after the initial fracture time. However, this was not 

observed for tests used in the combined data set. Care was taken to use the first peak rather 

than later peak forces which may have been related to subsequent fracturing.  

 

Table 6.3. Linear regression fit parameters for the injured data points for log(Plantar 
Force) and log(Plantar Force Duration). 
Data Set Slope Intercept R2 
 Fit S.E. Fit S.E. Fit 
All Injury Data -0.463 0.043 1.501 0.0535 0.53 
Uncensored Injury Data -0.468 0.053 1.534 0.064 0.56 

 
 A shortcoming of this approach for estimating force at fracture at a function of time is 

that it assumes that the data is normally distributed. For example, having more data points 

for short duration events than long duration events could skew the linear regression fit.  

Histograms of the duration and force data are provided in Figure 6.12 and show that this 

approach is flawed because of the non-normal distribution of the injury data, particularly in 

the distribution the force duration. Further, the linear regression approach neglects to 

account for the probability of non-injury points along the regression line. The next section 

will discuss an alternative method for estimating the relationship between force, duration, 

and injury. 
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Figure 6.12. Histograms of the duration and force for injured data points to show the 
distribution of injured data points. 

6.2.2 Logistic Regression Approach 
 Logistic regression was used in a second approach to estimating the relationship 

between force and duration in terms of injury probability. The nature of logistic regression 

lends itself to this type of problem because of the dichotomous nature of the data set and the 

presence of multiple independent variables. Additionally, logistic regression does not 

require the variables to be normally distributed.93 While only injury data points were 

considered for the linear regression approach, no-injury data points could be considered in 
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the logistic regression analysis. Since logistic regression treats a categorical outcome (injury 

or no-injury) as the dependent variable and relies on the value of the dependent variables to 

estimate the probability that an outcome will be one category or another, it is not necessary 

to exclude the left censored data as was done for the linear regression analysis.  

 Table 6.4 provides the logistic regression parameters for both data sets for reference 

purposes, and Figure 6.13 shows a comparison of the linear regression fit to the logistic 

regression lines for 50- and 75-percent probability of injury on a log-log scale. These plots 

indicate that the linear regression lines roughly capture the line of 75% probability of injury. 

Figure 6.14 shows the logistic regression lines for 50- and 75-percent probability of injury, 

revealing that at large durations, the force for a given probability of injury levels-off for the 

range of durations shown. When the dorsiflexed quasi-static tests181 included in the larger 

data set are added to the plot (Figure 6.15), it is apparent that the logistic regression 

relationship is unrealistic for quasi-static loading conditions. This result suggests that while 

the logistic regression relationship works well for the shorter duration loads (<100 ms), long 

durations events must be treated differently, or an alternative approach taken to combine 

injury predictors.216 

Table 6.4. Logistic regression coefficients for the combined data set excluding tests with 
initial ankle flexion or xversion.  Analysis was performed on the plantar force data. 
Data Set Intercept Log (Force) Log (Force Duration) 
 β0 S.E. β1 S.E. β2 S.E. 
All Data, Neutral -10.172 2.120 8.306 1.380 2.866 0.899 
Uncensored 
Data 

-17.009 3.677 12.826 2.326 5.064 1.490 
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Figure 6.13. Logistic regression fits of injury data for 50% and 75% probability of injury 
are shown above on a log-log scale. The plot on the left shows the linear regression fit for 
all injury data, while the plot on the right shows the fit for only the uncensored injury data 
points. The linear regression fit is shown for reference. 

 
 

 

Figure 6.14. Logistic regression fits of injury data are shown above for 50% and 75% 
probability of injury. The plot on the left shows the linear regression fit for all injury data, 
while the plot on the right shows the fit for only the uncensored injury data points. 
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Figure 6.15. The “All Data” logistic regression fit is shown on top of injury and no-
injury data points including the tests with initial ankle flexion. Note that a log scale 
was used for the x-axis. 

 

6.3 Piecewise Approach using Impulse and Force 
 The inability of the logistic regression to fit both the dynamic and quasi-static data 

suggests that a piecewise approach may be taken for development of an injury criterion 

which will accurately capture injury behavior for both long and short duration events. This 

section provides two methodologies for developing a piecewise injury criterion for the leg 

using the results of the logistic regression and impulse as injury predictors. The precedent 

and foundation for developing a piecewise injury criterion comes from Viano et al. and relies 

on the theory of Stech and Payne and von Gierke as discussed in the introduction.197,208,216 
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 The von Gierke theory shows that resonant frequency can be used to distinguish between 

the regions in which different aspects of the input pulse dominate a model’s behavior. 

Wakeling and Nigg (2001) estimate the resonant frequency of the leg to be between 20 and 

50 Hz.217 The lowest damped natural frequencies estimated using the finite element and 

lumped parameter models described in Chapter 3 were also in this range (22.3-43.6 Hz). 

Using information obtained from the FE parametric study using the modified human leg FE 

model, this range of frequencies are associated with footplate force durations of 15-22 ms. 

Based on this estimation, the response of the leg should be independent of pulse duration for 

pulse durations greater than 150-220 ms (an order of magnitude greater than the time 

associated with the resonant frequency as established by von Gierke).197,216 

 To ensure that the injury criterion does not underestimate the probability of injury, it is 

important to carefully investigate the region associated with resonance where force at 

fracture should be at its minimum. Hence forward, the region associated with durations from 

the resonant frequency to one order of magnitude greater than the natural frequency (i.e. 

20-200 ms) will be referred to as the “resonance region,” which is highlighted in red in Figure 

6.16. The diagram in Figure 6.16 is based on von Gierke.214 and has been updated to show 

the division between regions of pulse duration that will use different injury predictors. The 

example line shown demonstrates the theoretical shape of the division between injury and 

no-injury assuming force as the injury predictor and that the leg can be modeled as a single 

degree-of-freedom model. Because of the complicated nature of the resonance region, these 

durations will be treated differently depending on the injury predictor. 
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Figure 6.16. Diagram based on von Gierke214, updated to show the division between regions 
that will use different injury predictors (blue vs. green shading). The red region highlights the 
“resonance region” which extends from the resonance frequency to 10 times the resonance 
frequency, which corresponds to 0.5-5 times the pulse length divided by the period associated 
with natural period. 

 

6.3.1 Survival Analysis using Impulse for Short Durations 
 The previous section summarized the regions which should be separated in terms of 

injury predictors using Figure 6.16. The goal of this section is to outline an approach for 

predicting injury risk in the integral-dependent using impulse as an injury predictor. The 

theory proposed by von Gierke suggests that the integral of the input pulse (i.e. impulse in 

the case of an input force) is predictive of model response for frequencies higher than the 

natural frequency of the leg (see Figure 2.17).216 In keeping with this theory, plantar impulse 

was calculated for each test in the combined data set and plotted versus duration and time-

to-peak.  Both impulse at peak force and impulse at force duration were calculated. Figure 
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6.17 shows plots of the combinations of these variables for the combined data set excluding 

xversion tests, and focused on durations of less than 100 ms. 

 

  

  

Figure 6.17. Impulse versus time of peak force and duration of force calculated at peak 
force and at the duration of the force. The left column compares the plantar impulse at the 
duration of the force versus force duration (top) and time-to-peak force (bottom) for 
injury and no-injury data points. The right column compares the impulse at peak force for 
the same two time variables. 

 
 In Figure 6.17, more no-injury than injury data points have impulses at duration of less 

than 60 N-s for force durations less than 21 ms (the pulse duration associated with the 

resonance frequency of the leg). For longer durations (and time-to-peaks), there is less 

grouping between injury and no-injury data points. This is consistent with the theory of von 
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Gierke in which the integral of the input pulse controls the response.216 To simplify the 

presentation of the data shown in Figure 6.17, the data was classified into injury and no-

injury and the scale for the duration was changed to include force durations of less than 

22ms (Figure 6.18). This plots shows more clearly the distinction between injury and no-

injury points that impulse provides for this region. Since injury is clearly not dependent upon 

impulse for the resonance region, the resonance region will be grouped with the longer 

durations as shown in Figure 6.19. 
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Figure 6.18. Demonstration of the separation between injury and no-injury points 
provided by plantar impulse for short force durations using the combined data set. The 
plot on the top shows planter impulse at force duration versus force duration, and the plot 
on the bottom shows plantar impulse at peak force versus force time-to-peak. 
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Figure 6.19. Diagram based on von Gierke214, updated to show the division between 
regions that will use different injury predictors (blue vs. green shading). The blue region 
will utilize impulse as the injury predictor, while the green region will use force as the 
main injury predictor. The example line shown demonstrates the theoretical shape of the 
division between injury and no-injury assuming force as the injury predictor. 

 
 To quantify the relationship between impulse and injury, a survival analysis was 

performed using impulse as the main predictor variable for data points with plantar force 

times to peak of less than 11 ms (time-to-peak footplate force associated with an estimated 

damped natural frequency of the leg). For this analysis, no-injury data points were 

considered right censored, and injury points were considered left censored if time to fracture 

was unknown. When time of fracture was known, the data point was treated as uncensored. 

Age, sex, mass, and dorsiflexion angle were considered as variables affecting fracture 

tolerance in the foot/leg. Age in years was treated as a continuous covariate, while sex was 

treated as a categorical variable (i.e. females were denoted by 0, and males by 1). Flexion 
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angle in degrees was included as a continuous covariate due to previous studies 

demonstrating its ability to increase force at fracture;82,109 dorsiflexion was treated as 

positive, while plantar flexion angles were assigned negative values. Data was mass-scaled 

to prevent the previously-discussed complications arising from using sex as a covariate.  

 Each of the three predetermined covariates were included in the survival model, and a 

one-by-one exclusion analysis was performed to determine which covariates contributed to 

the explanation of variance in the survival model. Akaike’s Information Criterion (AIC) and 

the log-likelihood (ln(L)) were used to compare each of the models. For this analysis the least 

significant covariate in each survival analysis was eliminated until all covariates were 

deemed to be significant.  

 

Table 6.5. Results of the one-by-one exclusion analysis to determine which 
covariates should be included in the survival model. 

Model Details P-value for Covariate 
# of 

Covariates 
AIC ln(L) Age Dorsiflexion Sex 

3 237.73 -113.9 6.00e-3 0.633 0.517 
2 235.96 -114 6.54e-3  0.485 
1 234.49 -114.2 6.81e-3   
0 238.81 -117.4    

 

Age was found to be the only significant covariate, and contributed to a lower AIC score 

and higher log-likelihood than the model with no covariates. The survival model coefficients 

are shown in Table 6.6. This result was expected based on the nature of the data set and the 

inclusion criteria. Since the data set included only tests which were performed with an initial 

neutral ankle position (as defined by less than ±10 degrees of flexion), the effect of initial 

dorsiflexion should not be significant for the data set. Additionally, since the impulse data 
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was mass-normalized, the mass-based difference between male and females should be 

minimized. Sex-based differences involving age-related trends in BMD reduction were likely 

reduced by the fact that many of the included studies excluded osteoporotic PMHS, resulting 

in a lack of significance for the sex covariate. Further investigation showed that the 

correlation coefficient for age versus BMD for the data set was 0.036 for males and 0.16 for 

women, which explains this result. 

 

Pinj = 1 − exp (−Impulseγ exp [
−(β0 + βageAge)

γ ]) Eqn. 6.1 

 
 A summary of the results of the impulse-based survival analysis are shown Table 6.5 with 

the inclusion of age as a covariate. Eqn. 6.1 provides the form of the equation for calculating 

the probability of injury (Pinj) using the survival model parameters (𝛾, 𝛽0, 𝛽age). 

 

Table 6.6. Estimated parameters for the survival model using plantar impulse 
at peak force as the main predictor and age as a covariate for data points with 
plantar force times to peak of less than 11 ms (n=92). 

Parameter 𝛾 Intercept Age 
(yr) 

βi 2.246 3.734 -0.0123 
SE  0.273 4.54e-3 
P-value  0.000 6.81e-3 
Log-likelihood: -114.2 χ2: 6.31; Model P-value: 0.012 

 
 Survival curves are provided in Figure 6.20.  As expected, the probability of injury for a 

given impulse increased with age. A comparison of impulse magnitude associated with 10-, 

50-, and 90-percent probability injury for ages 25, 45, and 65 is shown in Table 6.7. At 50-

percent probability of injury, the difference in impulse required to produce injury for a 25-

year old compared to a 65-year old was more than 11 N-s. Confidence intervals for the injury 
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risk function for age 65 was smaller than that for age 25 because of the skew towards older 

specimens in the sample population.  

 

 

Figure 6.20. Survival curves showing the negative relationship 
between probability of injury and age for a given impulse. 

 

Table 6.7. Comparison of impulse 95% confidence intervals (N-s) for 10-, 50-, 
and 90-percent probability of injury for different ages. 

Probability of Injury 10% 50% 90% 
25YO Male 11.30±6.42 26.14±10.36 44.62±16.64 
45YO Male 8.84±3.55 20.44±4.18 34.89±6.71 
65YO Male 6.91±2.41 15.99±2.51 27.29±4.66 

 

6.3.2 Injury Prediction for Long Duration Pulses 
 According to von Gierke, the response of the leg to longer durations of loading should be 

pulse-independent, meaning that the input pulse magnitude (peak force) should be an 

appropriate injury predictor for this region.216 This section focuses on providing an estimate 
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of injury risk based on peak force for the resonance and pulse-independent regions for the 

piecewise injury criterion. Figure 6.21 is provided to show the plantar force versus time-to-

peak data for the resonance and the pulse-independent regions. This figure demonstrates 

that there is little correlation (R2=0.07 for a linear regression on the injury points) between 

force and time-to-peak for this region, and (with few exceptions) a value of force could 

potentially be used to distinguish between injury and no-injury data points. 

 

 

Figure 6.21. Plantar force versus plantar force time-to-peak for the data included in the 
resonance region and the pulse-independent region of Figure 6.16. 

 

 To develop an injury probability model for this region, peak force was used as the main 

predictor variable in a survival analysis. Survival model censoring was the same as for the 

impulse-based survival model. Age, sex, and ankle flexion angle were considered as 

covariates and one-by-one elimination was used to arrive at the format of the final survival 
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model. Comparison of results from the covariate elimination analysis is provided in Table 

6.5. Again, sex and dorsiflexion angle were found to have an insignificant effect on the model 

fit (p>0.05), and were removed. 

 

Table 6.8. Results of the one-by-one exclusion analysis to determine which 
covariates should be included in the survival model. 

Model Details P-value for Covariate 
# of 

Covariates 
AIC ln(L) Age Dorsiflexion Sex 

3 53.21 -21.6 0.091 0.640 0.597 
2 51.44 -21.7 0.089  0.432 
1 50.11 -22.1 0.034   
0 52.98 -24.5    

 
 The best-performing model in terms of log-likelihood and AIC included only age as a 

covariate. The equation for probability of injury based on plantar force is provided by Eqn. 

6.2, and estimated parameters for this survival model are provided in Table 6.9. 

 

Pinj = 1 − exp (−𝐹𝑜𝑟𝑐𝑒γ exp [
−(𝛽0 + 𝛽𝑎𝑔𝑒𝐴𝑔𝑒)

𝛾 ]) Eqn. 6.2 

 

Table 6.9. Estimated parameters for the survival model using peak plantar 
force as the main predictor and age as a covariate for data points with plantar 
force times to peak of more than 11 ms (n=50).  

Parameter 𝛾 Intercept Age 
(yr) 

βi 6.013 2.664 -0.0107 
SE  0.335 5.06e-3 
P-value  0.000 3.46e-2 
Log-likelihood: -22.1 χ2: 4.88; Model P-value: 0.027 

 
 Age was found to increase the probability of injury for a given plantar force, as expected, 

and in agreement with the results for the impulse survival model (Figure 6.22). Results 

tabulated from the injury risk function for various ages and probabilities of injury are also 
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reported (Table 6.10). The difference in force estimated for 50-percent probability of injury 

between 25- and 65-year olds was 3.59 kN. These results agree closely with those reported 

by Yoganandan et al. (2014) for an optimized injury risk function based on age. Yoganandan 

et al. estimated 50% probability of injury for 25-, 45-, and 65-year olds to be 10.4, 8.3, and 

6.6 kN, respectively.229 It should be noted that despite the fact that results for age 25 are 

reported, the confidence interval is large because of the lack of data points for this age group. 

 

Figure 6.22. Survival curves showing the negative relationship 
between age and probability of injury for a given plantar. 

 

 Table 6.10. Comparison of plantar force at 10-, 50-, and 90-
percent probability of injury for different ages. 

Probability of 
Injury 

10% 50% 90% 

25YO Male 7.56±4.03 10.34±5.28 12.63±6.57 
45YO Male 6.11±1.82 8.35±2.09 10.20±2.62 
65YO Male 4.93±0.96 6.75±0.65 8.24±0.74 
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 Since data points with flexion angles exceeding ±10 degrees were eliminated from the 

analysis, no quasi-static data (Roberts et al.)181 was available to evaluate the fit of the model 

for the pulse-independent region. While this limits the applicability of the proposed injury 

criterion, it is assumed that the injury probability estimated by the model would be over-

predicted rather than under-predicted as was the case for the model which included tests 

with more extreme flexion angles. Despite this shortcoming, the proposed model still 

satisfies the requirements of estimating injury probability for UBB and automotive intrusion 

events. 

6.3.3 Evaluation of Piecewise Injury Criterion 
 The two injury risk functions developed based on impulse at peak force and peak force 

were combined to form a single, piecewise injury risk function to be used for a larger range 

of loading durations than previously existed. A summary of the form of the injury risk 

function is provided by Eqn. 6.3 and Eqn. 6.4. ImaxF refers to the impulse at maximum plantar 

force (N-s), Fmax is the peak plantar force (kN), and α and γ are parameters for the Weibull 

distribution.  Eqn. 6.4 expresses the relationship between α and the β-coefficients for the 

covariates. In the case of both the force and impulse survival models, only one covariate (age) 

is used. 

 

𝑃𝑖𝑛𝑗 = {1 − 𝑒𝑥𝑝[−𝛼𝐼(𝐼𝑚𝑎𝑥𝐹)𝛾𝐼]                 if ttp ≤ 11 ms
1 − 𝑒𝑥𝑝[−𝛼𝐹(𝐹𝑚𝑎𝑥)𝛾𝐹]                  if ttp > 11 ms Eqn. 6.3 

 

  

𝛼 = 𝑒𝑥𝑝 [−𝛽0 − ∑(𝛽𝑖 ∗ 𝑃𝑖𝑛𝑗)
𝑛

𝑖=1

] Eqn. 6.4 
 

 



259 
 

  

 The estimated parameters for piecewise injury risk function are summarized together in 

Table 6.11 for easy reference. This function will be referred to as the piecewise injury risk 

function thus forward. The time-to-peak used to distinguish between the two regions was 

determined using the average time-to-peak force from the human leg FE model for the 

loading frequencies within the range of resonance frequencies estimated using the LMMs.  

 

Table 6.11. Estimated parameters for the piecewise injury risk 
function using Eqn. 6.3 and Eqn. 6.4. 

Parameter Impulse Force 
β0 2.246 6.013 
βage 3.734 2.664 
𝛾I -0.0123 -0.0107 

 
 
Several statistical analyses were performed to compare the proposed injury probability 

model with four previous models developed by Funk et al. (2002) and Yoganandan et al. 

(1996 and 2015), and Kuppa et al.70,116,230,231 These models were chosen for comparison 

based on their prominence in the literature and inclusion of covariates to account for 

population variance. The goal of these analyses was to estimate the predictive abilities of 

each of the injury probability models in order to determine whether the proposed piecewise 

model (Bailey 2016) is a better tool for predicting injury across a larger range of load 

durations. A validation data set comprised of 137 PMHS axial loading tests (110 males, 27 

females) spanning a range of loading duration from 1.4 to 41 ms, an average age of 60.0±13.2 

years, and an average body mass of 77.9±17.64 kg was used to compare the injury 

probability models. A probability of injury for each data point was estimated using each of 
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the four injury probability models. Equations are provided below for each of the risk 

functions. 

Yoganandan 1996 Injury Model:  

𝐏𝐢𝐧𝐣 = 𝟏 − 𝐞𝐱𝐩 (−𝐞(𝐥𝐧(𝐅𝐩𝐫𝐨𝐱)−𝟐.𝟎𝟑𝟔)/𝟎.𝟑𝟑𝟐) Eqn. 6.5 

 

Kuppa 2001 Injury Model:  

𝐏𝐢𝐧𝐣 =
𝟏

𝟏 + 𝒆𝟒.𝟓𝟕𝟐−𝟎.𝟔𝟕𝟎𝑭𝒕𝒊𝒃𝒊𝒂
) Eqn. 6.6 

  

Funk 2002 Injury Model:  

𝐏𝐢𝐧𝐣 = 𝟏 − 𝐞𝐱𝐩 (−𝐞−𝟒𝟕.𝟑+𝟒.𝟗𝟗∗𝐥𝐧(𝐅𝐦)−𝟎.𝟗𝟔𝟒(𝐬𝐞𝐱)−𝟎.𝟎𝟓𝟓(𝐦𝐚𝐬𝐬)+𝟎.𝟎𝟕𝟗(𝐚𝐠𝐞)−𝟎.𝟒𝟕𝟑(𝐀𝐜𝐡.𝐭𝐞𝐧𝐬.)) Eqn. 6.7 

  

Yoganandan 2015 Injury Model:  

𝐏𝐢𝐧𝐣 = 𝟏 − 𝐞𝐱𝐩 (−𝐅𝐩𝐫𝐨𝐱𝐞−[𝟗.𝟓𝟓𝟗𝟏+𝟎.𝟎𝟏𝟏𝟖(𝐚𝐠𝐞)]𝟒.𝟒𝟔𝟒𝟑) Eqn. 6.8 

  
 

Area under the receiver operator characteristic (ROC) curves was calculated using R 

software. Area under the ROC curve (AUC) gages the ability of the model to predict injury 

and uses the relationship between sensitivity and specificity. Figure 6.23 shows the ROC 

curves for each of the five injury probability models, and AUC values are reported in Table 

6.12. An AUC of 0.80-0.90 is considered a “good” fit of the validation data, while an AUC of 

0.7-0.8 is considered a “fair” fit of the validation data.142 The proposed model performed the 

best according to this statistic, suggesting that it has the best ability to distinguish between 

injury and no-injury data points compared to the other three models. 
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Figure 6.23. ROC curves comparing the five injury probability models validation data set. 

 

Kruskal’s gamma (γK) (Eqn. 6.9) evaluates the injury model’s ability to distinguish 

between injured and non-injured data points, and is based on the number of observation 

pairs classified as concordant or discordant. A discordant pair consists of an injury data point 

for which the injury criterion predicts a lower risk of injury than a non-injury data point. 

Concordant pairs have the opposite relationship.49,104  Yule’s Q (QY) is a similar statistic to 

Kruskal’s gamma for evaluating a model’s predictive ability, but also factors in the ratio of 

true and false predictions (Eqn. 6.10). Each of the four injury probability models were 

compared using these two statistics, which indicated the proposed model out-performed the 

previous models for the validation data set. 

 



262 
 

𝛄𝑲 =
𝐧𝐜 − 𝐧𝐝

𝐧𝐜 + 𝐧𝐝
 Eqn. 6.9 

  

𝐐𝒀 =
𝑻𝑷 ∗ 𝑻𝑵 − 𝐅𝐍 ∗ 𝐅𝐏
𝑻𝑷 ∗ 𝑻𝑵 + 𝐅𝐍 ∗ 𝐅𝐏 Eqn. 6.10 

 
where nc is the number of concordant pairs, and nd is the number of discordant pairs. 

 
Additional descriptors related to the AUC were tabulated and are provided in Table 6.12. 

The number of true positive (injury correctly identified), true negative (no-injury correctly 

identified), false positive (injury predicted, but specimen was not injured), and false negative 

(no-injury predicted, but specimen was injured) results are shown. Injury probability as 

estimated by each of the injury models of greater than 50% was treated as a “positive” 

indication of injury. The number of false positive tests refers to the number of Type I errors, 

while the number of false negative tests is indicative of the number of Type II errors. 

Sensitivity is described by the true positive rate (TPR) and refers to the model’s ability to 

correctly indicate injury. Specificity is described by the true negative rate (TNR) and refers 

to the model’s ability to correctly identify no-injury cases. Accuracy combines these two 

measures to indicate how likely the model is to correctly identify a data point. The score for 

the best-performing injury model for each test statistic is highlighted in green in Table 6.12, 

and reveals that the proposed model (Bailey 2016) scores are best for most statistics.  

The Funk et al. injury model had the highest true negative ratio and the lowest false 

positive ratio, which indicates that it was best able to correctly identify the no-injury tests; 

however, the Bailey 2016 model is better able to correctly identify the injury tests.  In other 

words, a model which over-predicts probability of injury is preferable to a model which 

underestimates probability of injury. While with additional injury data is necessary to 
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provide further validation, this statistical analysis has demonstrated that the proposed 

injury probability model improves injury prediction capabilities and expands upon the range 

of load durations for which a single injury probability model is applicable. 

 

 
 While it is understood that validating a model using data used to develop the model is 

not recommended, the fact that data from each of the other studies (Yoganandan 1996, Funk 

2002, and Yoganandan 2015) were contained within the validation data set, makes this 

comparison analysis useful. Additional analysis was performed to compare the predictive 

ability of the new injury model for each of the smaller data sets (or portions of the data sets 

since only partial data sets could be acquired). The same analysis was performed using all 

tests from the Funk 2002 study, and a partial data set for the Yoganandan 1996 study since 

Table 6.12. Summary of statistical measures for assessing the predictive capabilities of the 
proposed injury model compared to three existing injury probability models.70,230,231 The 
best score for each measure is highlighted in bolded green type. 

Injury Assessment Yoganandan 
1996 

Kuppa 
2001 

Funk 
2002 

Yoganandan 
2015 

Bailey 
2016 

True Positive (TP) 41 35 42 43 51 
False Positive (FP) 13 12 9 14 16 
True Negative (TN) 52 53 56 51 49 
False Negative (FN) 31 37 30 29 21 
Concordant (nc) 93 88 98 94 100 
Discordant (nd) 44 49 39 43 37 
True Positive Ratio (TPR) 0.5694 0.4861 0.5833 0.5972 0.7083 
True Negative Ratio (TNR) 0.8000 0.8154 0.8615 0.7846 0.7538 
False Positive Ratio (FPR) 0.2000 0.1846 0.1385 0.2154 0.2462 
False Negative Ratio (FNR) 0.4306 0.5139 0.4167 0.4028 0.2917 
Positive Predictive Value (PPV) 0.7593 0.7447 0.8235 0.7544 0.7612 
Negative Predictive Value (NPV) 0.6265 0.5889 0.6512 0.6375 0.7000 
False Discovery Rate (FDR) 0.2507 0.2553 0.1765 0.2456 0.2388 
False Omission Rate (FOR) 0.3735 0.4111 0.3488 0.3625 0.3000 
Accuracy (ACC) 0.6788 0.6423 0.7153 0.6861 0.7299 
Kruskal's Gamma (γK) 0.5423 0.5145 0.5521 0.5859 0.6615 
Yule’s Q (QY) 0.6821 0.6137 0.7941 0.6876 0.7630 
AUC 0.7712 0.7573 0.7761 0.7929 0.8308 



264 
 

both the 1996 and 2015 data sets were essentially the same (Table 6.13). Since the 

Yoganandan et al. data set did not measure force at the tibia, the Kuppa 2001 and Funk 2002 

injury risk functions were not able to be compared for this data set. 

 

Table 6.13. Assessment of injury risk functions for 50% risk of injury using the Funk 
2002 and Yoganandan 1996 data sets.70,230,231 

Funk 2002 Data Set 

Injury Assessment Yoga. 
1996 

Kuppa 
2001 

Funk 
2002 

Yoga. 
2015 

Bailey 
2016 

Accuracy (ACC) 0.6286 0.3714 0.5428 0.6000 0.6286 
Kruskal's Gamma (γK) 0.3678 0.1609 0.2759 0.3908 0.5632 

Yule’s Q (QY) 0.7526 0.3115 0.6471 0.2414 0.5172 
AUC 0.6839 0.5805 0.6379 0.6954 0.7816 

Yoganandan 2015 Data Set 

Injury Assessment Yoga. 
1996 

Kuppa 
2001 

Funk 
2002 

Yoga. 
2015 

Bailey 
2016 

Accuracy (ACC) 0.6667 - - 0.7500 0.7083 
Kruskal's Gamma (γK) 0.7203 - - 0.8741 0.4545 

Yule’s Q (QY) 0.6800 - - 0.8824 0.7073 
AUC 0.8601 - - 0.9371 0.7273 

 
 The results of this secondary analysis show that the proposed piecewise model out-

performed the other four models for three of the four statistics reported for the Funk et al. 

data set. However, the Yoganandan 2015 model performed best for the Yoganandan 1996 

data set for all statistics. Further investigation showed that many of the incorrectly classified 

tests from the Yoganandan data set had time-to-peaks near 11 ms. This result suggests that 

the proposed piecewise injury risk function is limited by the assumption that a single time-

to-peak can be used to separate injury predictors. While there are clear advantages to using 

both impulse and force to estimate probability of injury, the piecewise approach does not 

account for variance in the population with regards to resonance frequency. When using this 

approach to develop an injury criterion, a discontinuity is present in the probability of injury 
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with respect to force duration. To correctly represent the data, the duration associated with 

the transition between force and impulse as an injury predictor should be represented by a 

distribution, rather than a single time. The next section focuses on several methods by which 

to remove this discontinuity from the injury criterion. 

6.4 Continuous Injury Criterion 
 To avoid the issues brought about by using a piecewise injury criterion, alternative 

methods for combining force and impulse into a single injury predictor were investigated. 

Since the theory for using force and impulse for different durations of loading was based on 

the assumption that the leg can be modeled as a lumped-mass model, and that deflection or 

compression of this model can be associated with a probability of fracture, an attempt was 

made to use the analytical solution of the LMM to relate force and impulse. 

 

 

Figure 6.24. Single degree of freedom LMM with a 
sinusoidal force input. 

 
 Given the model pictured in Figure 6.24 the equation of motion for the mass is given by 

Eqn. 6.14 for a sinusoidal force input to the system.  
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mz̈(t) + cż(t) + kz(t) = Fsin(ωt) [1 − H (t − πω
F

)]   Eqn. 6.11 

This equation can be written in terms of the natural frequency of the model (ωn) and the damping 

ratio (ζ) as shown in Eqn. 6.14. 

ωn = √ k
m Eqn. 6.12 

ζ =
c

2√km
 Eqn. 6.13 

z̈(t) + 2ζωnż(t) + ωn
2z(t) =

F
m sin(ωt) [1 − H (t −

πω
F )] Eqn. 6.14 

The particular solution for Eqn. 6.14, assuming an underdamped system is given by Eqn. 6.15, and 

the total solution is described by Eqn. 6.16. 

z𝑝(t) =
F m⁄

√(ωn
2 − ω2)2 + (2ζωnω)2

sin(ωt − tan−1 (
2ζωnω

ωn
2 − ω2)) Eqn. 6.15 

z(t) = Ae−ζωnt sin(ωdt + ϕ) + Xsin(ωt − θ) Eqn. 6.16 

Where the following substitutions have been made for simplification of the expression and 

assuming that z(0)=0 and �̇�(0)=0: 

θ = tan−1 (
2ζωnω

ωn
2 − ω2) Eqn. 6.17 

ϕ = tan−1 (
ωd(Xsin(θ))

−ζωnsin (θ) − ωXcos(θ)) Eqn. 6.18 

A =
−Xsin(θ)

cos (ϕ)  Eqn. 6.19 

X =
F m⁄

√(ωn
2 − ω2)2 + (2ζωnω)2

 Eqn. 6.20 
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 Eqn. 6.15 shows that deflection of the model for a sinusoidal input force is dependent 

upon the natural frequency (ωn), damped natural frequency (ωd), damping ratio, and the 

forcing frequency. To find the peak deflection of the model for a given force amplitude (F) 

and forcing frequency (ω), the derivative of Eqn. 6.15 must be found. Since a sinusoidal input 

was assumed, this derivative is a complicated combination of both a sinusoid and 

exponential function, for which the closed form of the solution is unknown. Adding 

additional degrees of freedom to the lumped-mass model in order to capture the behavior of 

the leg at a larger range of loading frequencies further complicates the calculation of 

maximum model compression. To circumvent this issue, it was necessary to make an 

assumption about the form of the equation describing the relationship of LMM compression 

and parameters measured by previous PMHS experiments and ATDs. 

 Since the previously-described piecewise injury criterion proved that using impulse for 

short duration loads and peak force for longer duration loads provided a better fit of the 

injury data in terms of ability to predict fracture, it was assumed that as the duration of the 

force approached the critical duration for changing injury predictors, the predictor should 

be more of a combination of impulse and force. Thus, Eqn. 6.21 was designed such that the 

predictor variable (PFI) was equal to the sum of two exponential functions with inverse decay 

rates, which approach critical values of peak force (F) or impulse (I). Fit parameters (A and 

B) would be related to values of force or impulse required to characterize a surface formed 

by the predictor variable, peak force, and impulse. Exponential decay functions were 

incorporated based on the exponential relationship between peak force and amplitude of 

model deflection in the transient part of Eqn. 6.16. The form of Eqn. 6.21 was adapted from 
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the work of Gabler et al. who used the equation to characterize the relationship between 

strain in the brain and rotational head acceleration and velocity.77,162 

 

PFI =
F
A exp (−

F
A⁄

I
B⁄

) +
I
B exp (−

I
B⁄

F
A⁄

) Eqn. 6.21 

 
 Ideally, PFI would equal the probability of fracture, but since this an unknown quantity 

for a given experimental test, other parameters were used in place of it. First, a response 

surface was generated based on fitting the peak compression of a LMM representing the leg 

versus peak force and impulse. This approach was taken based on the assumption made by 

von Gierke for using the LMM as a model for the human body in relation to tolerances of 

accelerations. A second and third approach used the FE model of the leg to characterize foot 

compression and calcaneus strain in terms of force and impulse. Lastly, the parameters, A 

and B from Eqn. 6.21, were identified based on a probability of injury predicted by a survival 

model using two optimization approaches. 

6.4.1 Predictor based on Lumped-Mass Model Compression 
 The first approach for using Eqn. 6.21 to combine impulse and force into a single 

predictor variable was to use peak compression of a lumped mass model as the injury 

predictor. To populate a response surface based on the LMM (Figure 6.25), MATLAB was 

used to calculate the maximum foot compression (Δz) for 1,020 sinusoidal force inputs. 

Amplitude of forces ranged from 1-15 kN in increments of 1 kN (Figure 6.26). Frequency 

associated with the sinusoidal inputs was chosen such that peak force and peak impulse 

were equally spaced in a grid pattern so that maximum impulse associated with the 

sinusoidal force input ranged from 20 to 300 N-s. Density of the grid was increased for the 

region associated with higher frequencies in order to better characterize the surface. 
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Figure 6.25. LMM used to develop response surface, which indicates the foot compression 
(Δz) used as the dependent variable for the response surface and used as the PFI in Eqn. 
6.21. In order to use force as an input, the boundary (m0) was modeled as a small mass. 

 
The LMM used for generation of the response surface was the 3DOF model discussed in 

Section 5.4. This model was chosen based on its ability to distinguish between foot 

compression and tibia compression, since it is hypothesized that compression of the foot 

(which includes heel pad and ankle compression) correlates with strain and therefore, 

injury. Parameters associated with this model can be found in Table 5.7 for Model 3A with 

floated masses. 
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Figure 6.26. Response surface generated from the 2DOF LMM-based foot compression 
relationship with peak force (kN) and impulse at peak force (N-s). Individual data points 
generated by the LMM are shown for purpose of exhibiting the force-impulse grid 
sampling method. 

 
 The predictor equation parameters A and B for Eqn. 6.21 were fit for the response surface 

based on LMM foot compression as a function of force and impulse at peak force (Table 6.14). 

Root mean square error (RMSE) was found to be 0.254 mm for the equation fit. A plot of the 

residuals from the fit of Eqn. 6.21 to the surface for LMM-predicted foot compression shows 

that compression of individual conditions was predicted within 0.6 mm of the actual model 

compression (Figure 6.27). This residual error is less than 10 percent of the foot 

compression at fracture, and less than the standard error of foot compression at fracture 

measured in the impactor PMHS tests, which is taken to be an acceptable magnitude of error. 

 



271 
 

 

Figure 6.27. Residuals for the fit of Eqn. 6.21 to the surface for LMM-predicted foot 
compression (mm) versus peak force (kN) and impulse at peak force (N-s).   

 
 A contour plot was generated based on the fit of the response surface using Eqn. 6.21, 

and PMHS injury and no-injury data points were overlaid for a visual reference of how the 

deflection predicted by the LMM fits the overall pattern of the injury data (Figure 6.28). A 

scale is not provided for the color contours since this figure is only intended for qualitatively 

assessing the relationship between force and impulse provided by the surface fit parameters 

A and B compared to the actual injury data. 
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Figure 6.28. Contour plot generated from the 3DOF LMM-based foot 
compression relationship with peak force and impulse with PMHS injury and 
no-injury data points overlaid. 

 
 A survival analysis using the value of the predictor equation (PFI) as the main injury 

predictor was then performed on the collection of PMHS data to quantitatively assess the fit 

of Eqn. 6.21 as an injury predictor. The equation for probability of injury (Pinj) using a Weibull 

survival analysis is provided in Eqn. 6.22 for no covariates, and Eqn. 6.23 with age as a 

covariate in the accelerated failure formulation. The parameters for the fit of the surface and 

survival analysis (with and without age as a covariate) are provided in Table 6.14. 
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Pinj = 1 − exp (−PFI
γ exp [

−𝛽0

𝛾 ]) Eqn. 6.22 

Pinj = 1 − exp (−PFI
γ exp [

−(𝛽0 + 𝛽𝑎𝑔𝑒𝐴𝑔𝑒)
𝛾 ]) Eqn. 6.23 

 

Table 6.14. Fit parameters for Eqn. 6.21 where PFI is the compression of the foot (Δz) 
predicted by the lumped-mass model pictured in Figure 6.28. Weibull survival model 
parameters are also provided with and without age included as a covariate. 

Predictor Variable Fit 

Parameter Fit 95% Confidence Interval 
Lower Upper 

A 0.8183 0.8160 0.8205 
B 1.1890 1.1800 1.199 

Weibull Survival Model Fit (no Covariates) 
Parameter 𝛾 Intercept Age (years) 

βi 2.372 2.160 n/a 
SE n/a 5.670e-2 n/a 

P-value n/a 0.000 n/a 
Log-likelihood: -64.3; AUC: 0.8667 

Weibull Survival Model Fit (Age as a Covariate) 
Parameter 𝛾 Intercept Age (years) 

βi 3.248 2.833 -1.180e-2 
SE n/a 1.767e-1 2.86e-3 

P-value n/a 0.000 3.77e-5 
Log-likelihood: -58; χ2:12.69 ; AUC: 0.8904 

 
 Graphs of the injury risk functions based on LMM estimate of foot compression are 

provided in Figure 6.29 for the no covariate survival model and for the accelerated failure 

survival model including age as a covariate. Log-likelihood and AUC suggest that the 

covariate model better represents the injury data. This model shows that as age increases, 

the (estimated) foot compression necessary to cause fracture decreases. Foot compression 

associated with 50% probability of injury was estimated to be 11.3±2.5 mm, 8.9±1.1 mm, 

and 7.1±0.7 mm for 25-, 45- and 65-year olds, respectively. These values are reasonable 

considering the foot compressions associated with fracture in the impactor PMHS study. 
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Figure 6.29. Injury risk functions using the 3DOF LMM-based foot compression with no 
covariates (left) and with age as a covariate (right). Injury risk lines and 95% confidence 
intervals are shown for ages 25, 45, and 65 years. 

 
 For the purpose of relating injury probability back to measurable quantities in the ATD, 

contour plots of probability of injury as predicted by the survival models were generated 

with impulse and force as the x- and y- axes. Plots were generated for the fit including no 

covariates as well as for the 25-, 45-, and 65-year old age-modified injury risk function 

(Figure 6.30). The point at which the impulse and force converge for a 45-year old for 50% 

probability of injury is around 16.2 N-s and 8.6 kN. These values are similar to the values of 

impulse (20.1) and force (8.3) associated with 50% probability of injury estimated by the 

piecewise injury criterion for a 45-year old. This suggests that while the piecewise approach 

makes assumptions about the resonance frequency of the leg, the force estimate for 50% 

probability of injury is not significantly affected, though impulse associated with 50% 



275 
 

probability of injury was overestimated by the piecewise approach compared to the 

continuous approach. 
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C 

 

D 

 

Figure 6.30. Contours of injury probability based on the estimate of LMM foot compression using 
force and impulse. Contour plots A, B, C, and D were developed based on the no covariate model, 
and variations of the age-covariate model for 25-, 45-. And 65-year old males, respectively. 
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6.4.2 Predictor based on Finite Element Model Foot Compression 
 Foot compression as predicted by the finite element model of the leg was used in the 

same capacity as LMM-estimated foot compression. Difference in displacement between the 

distal tibia and footplate was calculated for the SAE-z direction based on the FE simulations 

from the parametric study.  A response surface using FE foot compression, peak force, and 

impulse at peak force was developed and the parameters A and B were estimated for Eqn. 

6.21 using the curve fitting tool in MATLAB. Again, Eqn. 6.21 was found to fit the response 

surface reasonably well, with RMSE calculated to be 1.6 mm. The fact that RMSE is greater 

than that of the LMM foot compression fit is due to the fact that the LMM is not a perfect 

model of the leg (and FE leg).  

 Additional high frequency FE simulations were run to expand the range of data to be used 

for the equation fit. The additional simulations used peak accelerations of 1000-9000g and 

frequencies ranging from 166-1100 Hz to populate high force-low impulse region where 

little data was present from the previous parametric study (Table 6.15). It is important to 

note that these loading frequencies were outside the range for which the model was 

validated, which is a point that will be discussed later in the section. 

Table 6.15. Velocity (m-s-1) associated with high frequency input sinusoidal acceleration 
pulses for finite element parametric study. 

 f=166 
Hz 

f=330 Hz f= 498Hz f=664 Hz f=830 Hz f=995 Hz f=1100 
Hz 

A=1000 g 19.5* - - - - - - 
A=2000 g 39.1* 19.5* 13.0* 9.8 7.8 - - 
A=3000 g - 29.3* 19.5* 14.6 11.7 9.8 8.5 
A=4000 g - 39.1* 26.0* 19.5 15.6 13.0 11.3 
A=5000 g - - 32.5* 24.4* 19.5 16.3 14.2 
A=6000 g - - 39.3* 29.3* 23.4 19.5 17.0 
A=7000 g - - 45.8* 34.3* 27.5* 22.9 - 
A=8000 g - - - 39.2* 31.9* 26.7 - 
A=9000 g - - - 44.1* 35.3* 30.0 - 
*Indicates conditions that exceeded fracture strains in the model. 
-Condition was not simulated. 
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 As expected, as the input frequency was increased, duration of the forces decreased. 

Increasing the magnitude of the acceleration input produced higher forces, with small 

impulses due to the high frequency of the input acceleration. Figure 6.31 shows the force 

response from a 9000 g and 995 Hz input acceleration. Duration of the footplate force was 

approximately 1 ms, and the phase lag between the peak footplate force and peak tibia forces 

was approximately 0.6 ms with peak tibia forces occurring around the same time that 

footplate force returned to zero. Despite the high peak footplate force (43.5 kN), the failure 

strain for the calcaneus was not exceeded in the model. These high frequency FE data points 

were combined with those from the initial parametric study to ensure that the response 

surface fit was not skewed toward the lower frequency data. 

 

Figure 6.31. Forces from the human leg FE model exposed to a sinusoidal 
input acceleration with a magnitude of 9000 g and a frequency of 995 Hz.  
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 Parameters based on the fit of the response surface for peak plantar force, impulse at 

peak force, and FE-based foot compression are provided in Table 6.16 along with the Weibull 

survival model parameters estimated based on using the force-impulse predictor variable as 

the main predictor. Parameters and model fit statistics are provided for the survival model 

with and without age as a covariate. Higher log-likelihood and a higher AUC were calculated 

for the survival model using age, and age was found to be a significant covariate (p<<0.05). 

 

Table 6.16. . Fit parameters for Eqn. 6.21 where PFI is the compression of the foot (Δz) 
predicted by the finite element model of the leg measured from distal tibia to plantar 
surface of the foot. Weibull survival model parameters are also provided with and without 
age included as a covariate. 

Predictor Variable Fit 

Parameter Fit 95% Confidence Interval 
Lower Upper 

A 1.078 1.022 1.133 
B 1.524 1.43 1.618 

Weibull Survival Model Fit (no Covariates) 
Parameter 𝛾 Intercept Age (years) 

βi 2.371 1.891 n/a 
SE n/a 5.670e-2 n/a 

P-value n/a 0.000 n/a 
Log-likelihood: -64.4; AUC: 0.8658 

Weibull Survival Model Fit (Age as a Covariate) 
Parameter 𝛾 Intercept Age (years) 

βi 3.232 2.562 -1.180e-2 
SE n/a 1.782e-1 2.880e-3 

P-value n/a 0.000 4.51e-5 
Log-likelihood: -58.1; χ2:12.52 ; AUC: 0.8904 

 
 Again, a contour plot was created to show the behavior of the curve fit compared to the 

PMHS injury data, and the age-dependent injury risk function was plotted to show the width 

of the confidence intervals. (Figure 6.32, Figure 6.33). Width of the confidence intervals 
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associated with age 25, 45, and 65 were 3.82, 1.74, and 1.05 mm, respectively for 50% 

probability of injury. 

 

 

Figure 6.32. Contour plot generated from the FE model foot compression relationship 
with peak force and impulse with PMHS injury and no-injury data overlaid. 
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Figure 6.33. Injury risk functions using the FE-based foot compression relationship with 
peak force and impulse. 

 

 Consistent with the previous survival model, this model shows that as age increases, the 

(estimated) foot compression necessary to cause fracture decreases. Foot compression 

associated with 50% probability of injury was estimated to be 8.6 mm, 6.8 mm, and 5.4 mm 

for 25-, 45- and 65-year old males, respectively. These values are slightly lower than those 

predicted by the LMM-based model, which is likely due to the fact that the FE model accounts 

for the bottoming-out of heel pad flesh at higher forces and impulses, whereas the behavior 

of the LMM does not exhibit this non-linear behavior. 
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C 

 

D 

 

Figure 6.34. Contours of injury probability for the force-impulse predictor variable based 
on FE model foot compression. Plot A shows the results from fit 3, and plots B-D show the 
results of fit 4 for age 25, 45, and 65. 
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6.4.3 Predictor based on Finite Element Model Strain 
 In addition to basing the injury predictor on foot compression, finite element model 

strain results were used to fit Eqn. 6.21.  Peak maximum principal strains from each element 

of the cortical bone of the calcaneus were recorded, and the 95th percentile strain was used 

to develop a response surface with peak force and impulse at peak force using results from 

the parametric study.  Parameters A and B were estimated for Eqn. 6.21 using the curve 

fitting tool in MATLAB to characterize the response surface. Eqn. 6.21 was found to fit the 

calcaneus strain response surface reasonably well, with RMSE of 355.3 μS. 

 

Table 6.17. Fit parameters for Eqn. 6.21 where PFI is the 95th percentile peak strain (μS) in 
the cortical bone of the calcaneus predicted by the finite element model of the leg. Weibull 
survival model parameters are also provided with and without age included as a covariate. 

Predictor Variable Fit 

Parameter Fit 95% Confidence Interval 
Lower Upper 

A 7.923e-3 7.317e-3 8.528e-3 
B 1.439e-2 1.388e-2 1.490e-2 

SSE=7.576; Adjusted R2=0.9757; RMSE=0.3553 
Weibull Survival Model Fit (no Covariates) 

Parameter 𝛾 Intercept Age (years) 
βi 2.323 6.735 n/a 
SE n/a 5.730e-2 n/a 

P-value n/a 0.000 n/a 
Log-likelihood: -65; AUC: 0.8712 

Weibull Survival Model Fit (Age as a Covariate) 
Parameter 𝛾 Intercept Age (years) 

βi 3.326 7.424 -1.210e-2 
SE n/a 1.674e-1 2.710e-3 

P-value n/a 0.000 8.21e-6 
Log-likelihood: -58; χ2:13.89 ; AUC: 0.8872 

 
 The contour plot and injury risk function based on the FE calcaneus strain-based injury 

predictor resemble those created for the foot compression-based injury predictors. Again, 

age had a negative relationship with the predictor variable, and the relationship between A 
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and B produced corridors which were able to distinguish between the low impulse, high 

force injury and no-injury data points from the PMHS data set.  

 

 

Figure 6.35. Contour plot generated from the FE-based strain relationship 
with peak force and impulse with PMHS injury and no-injury data overlaid. 

 
 According to the injury risk function developed based on calcaneus strain estimated by 

force and impulse, 50% probability of injury occurs at 1.05±0.59, 0.84±0.23, and 0.67±0.11 

percent strain for 25-, 45-, and 65-year olds, respectively. It is important to note that the 

finite element model strains used for development of the response surface were from 

simulations for which failure (element elimination) was turned off. Thus, strains could 

exceed the theoretical failure strains without disrupting the response of the leg. The strain 

values predicted by the FE model, may not coincide with the strains measured in the PMHS 
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specimens since strain distributions are highly dependent upon bone geometry. Regardless, 

the strain timing and general shape of the maximum principal strain curves measured in the 

impactor PMHS tests were similar to those estimated by the finite element model for the 

same approximate location, and trends in peak strain were consistent between the PMHS 

and FE model for each of the three loading conditions. Though the absolute magnitude of the 

strain associated with the force-impulse predictor may not be directly used to estimate risk 

of fracture, the relationship it estimates for force, impulse, and probability of injury provides 

valuable insight on the collection of PMHS injury data. Nonetheless, the strain associated 

with 95% probability of injury was around 2.3 percent strain, which falls within the range of 

strains associated with cortical bone failure (0.4-4 percent strain) and is reasonably close to 

the strain used by the Gabler et al. FE model to indicate failure (2.2 percent strain).76,167 

6.4.4 Optimization of Predictor using PMHS Data 
 After investigating the effectiveness of Eqn. 6.21 for characterizing the behavior of 

physical aspects of leg response (compression and strain), the same form of the equation 

was used as a more direct estimate of probability of fracture by using the injury and no-

injury data from the PMHS combined data set. Two methods were used to optimize the 

predictor variable function to the PMHS data using Weibull survival parameters. The form of 

the injury risk function for a Weibull survival model is given by Eqn. 6.24, where Inji is the 

injury status (1 for fracture or 0 for no fracture), PFIi is the predictor value calculated using 

Eqn. 6.21, and λ and k are Weibull fit parameters. 

 

P[Inji = 1|PFIi] = 1 − exp [− (
PFIi

λ⁄ )
k

] Eqn. 6.24 
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 Since the goal was to use a combination of the Weibull survival model and assumed 

relationship between force, impulse, and injury probability, to fit the PMHS injury data, A, B, 

λ, and k needed to be estimated. The first approach utilized maximization of AUC as an 

objective function and discrete variable optimization to choose A and B parameters (Figure 

6.36). The objective function is given by Eqn. 6.25, and Eqn. 6.26 provides the formulation 

for calculating AUC. A matrix of 150,000 combinations of A and B was generated (Table 6.18), 

and PFI was calculated for each pair of A and B. A survival analysis was run using 100*PFI as 

the main injury predictor for each combination of A and B, and AUC was calculated based on 

the λ and k estimated by R. The combination of A, B, λ, and k parameters which produced the 

largest AUC value was chosen as the optimal solution. The predictor variable was scaled so 

as to represent a value similar to percent probability of injury. This analysis was repeated 

using age as a covariate, and peak force and impulse at peak force were used for Eqn. 6.21. 

 

Table 6.18. Discrete variable matrix for choosing A and B 
parameters for Eqn. 6.21. 

 A B 
Minimum 1 1 
Maximum 300 500 
Grid Spacing 1 1 

 

 
 
 

Objective = max{AUC | A, B, λ, k} Eqn. 6.25 

AUC =
1

mn ∑ ∑ 1pi>pj

n

j=1

m

i=1

 Eqn. 6.26 
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Figure 6.36. Schematic for discrete variable optimization for fitting PMHS 
injury data using survival analysis. 

 
 The second approach involved fitting all parameters (A, B, λ, and k) at once by maximizing 

the log-likelihood of the Weibull survival model fit with 100*PFI as the injury predictor. This 

approach allowed λ and k to be independent of the choice of A and B, which permitted 

convergence to a more optimal solution in terms of model fit as assessed by log-likelihood. 

The equations used to calculate log-likelihood for are given by Eqn. 6.31 through Eqn. 6.33, 

where 𝛽0 and 𝛾 are the fit parameters for the Weibull survival function, and A and B are 

included in PFI per Eqn. 6.21. Likelihood associated with injury is calculated using the set of 

injury tests (I’), and using the set of tests with no injury (N) to calculate the likelihood of no 

injury. The combination of these likelihoods is used to calculate the likelihood for the 

survival model. Log of the likelihood function (Eqn. 6.30) was maximized for purposes of the 

optimization to provide a more stable numerical solution. 
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 The analysis was also performed using an accelerated failure formulation to adjust for 

age as a covariate. Likelihood and log of the likelihood functions are provided in Eqn. 6.31 

through Eqn. 6.34, where 𝛽0 is the intercept fit parameter, and 𝛽age is the coefficient 

associated with age for the survival model fit. The objective function for the optimization 

using maximum likelihood is provided in Eqn. 6.35 where x is the injury outcome and n is 

the number of data points. 

Lno−injury = ∏{1 − [1 − exp(−PFIi
γe−γβ0)]}

n

i∈N

 
Eqn. 

6.27 

Linjury = ∏{1 − exp(−PFIi
γe−γβ0)}

n

i∈I′

 
Eqn. 

6.28 

LS = Lno−injuryLinjury 
Eqn. 

6.29 

ln(LS) = ∑{1 − [1 − exp(−PFIi
γe−γβ0)]} + ∑{1 − exp(−PFIi

γe−γβ0)}
n

i∈F

n

i∈N

 
Eqn. 

6.30 
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Solutions obtained from the outlined methods show that higher AUC values were 

obtained using the maximum likelihood optimization (Table 6.19). The largest AUC (0.9079) 

was associated with the maximum likelihood method using impulse at peak force with age 

as a covariate. All AUCs obtained from the optimized approach were greater than those 

obtained from the piecewise solution and the Yoganandan and Funk injury criteria discussed 

in Section 6.3.3. 

  

Lno−injury = ∏{1 − [1 − exp(−PFIi
γ e−γ(β0+𝛽𝑎𝑔𝑒𝐴𝑔𝑒))]}

n

i∈N

 
Eqn. 

6.31 

Linjury = ∏{1 − exp(−PFIi
γe−γ(β0+𝛽𝑎𝑔𝑒𝐴𝑔𝑒))}

n

i∈F

 
Eqn. 

6.32 

LS = Lno−injuryLinjury 
Eqn. 

6.33 

ln(LS) = ∑{1 − [1 − exp(−PFIi
γe−γ(β0+βageAge))]}

n

i∈R

+ ∑{1 − exp(−PFIi
γe−γ(β0+βageAge))}

n

i∈L

+ ∑{γPFIi
γ−1 exp[(−γ(β0 + βageAge) − PFIi

γ e−γ(β0+βageAge)]}
n

i∈U

 

Eqn. 

6.34 

ℓ̂(β0, βage, γ, A, B | x) = max {
1
n ∑ ln LS(xi | β0, βage, γ, A, B)

n

i=1

} 
Eqn. 

6.35 
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Table 6.19. Model fit parameters and model fit statistics based on the PMHS injury data are 
provided for both optimization approaches for with and without the use of age as a 
covariate. Comparison is also provided for the use of impulse at peak force versus 
maximum impulse. 
Ref 

# Model Description Parameter Estimates Model Statistics 
Value S.E. log(L) AUC ACC 

1 

Discrete optimization 
using impulse at peak 
force and peak force 
with no covariates 

A 2.10  

-64.7 0.8699 0.7810 B 3.60  
𝛽0 1.173 5.69e-2 
𝛾 2.344  

2 

Discrete optimization 
using impulse at peak 
force and peak force 

with age as a covariate 

A 7.06  

-58.1 0.8906 0.8175 
B 10.00  
𝛽0 0.683 0.178 

𝛽age -0.0118 2.88e-3 
𝛾 3.234  

3 

Maximum likelihood 
optimization using 

impulse at peak force 
and peak force with no 

covariates 

A 5.74  

-64.7 0.8714 0.7737 
B 10.00  
𝛽0 0.163 5.70e-2 

𝛾 2.339  

4 

Maximum likelihood 
optimization using 

impulse at peak force 
and peak force with age 

as a covariate 

A 6.723  

-57.8 0.8897 0.8175 
B 10.917  
𝛽0 0.704 0.171 

𝛽age -0.0119 2.78e-2 
𝛾 3.300  

1 

Discrete optimization 
using peak impulse and 

peak force with no 
covariates 

A 2.1  

-67.4 0.8630 0.7737 B 15.1  
𝛽0 1.077 5.27e-2 
𝛾 2.504  

2 

Discrete optimization 
using peak impulse and 
peak force with age as a 

covariate 

A 2.1  

-61 0.8791 0.8100 
B 13.8  
𝛽0 1.681 5.27e-2 

𝛽age -9.88e-3 2.52e-3 
𝛾 3.513  

3 

Maximum likelihood 
optimization using peak 
impulse and peak force 

with no covariates 

A 1.57  

-66.47 0.8543 0.7810 B 8.752  
𝛽0 1.474 5.27e-2 
𝛾 2.556  

4 

Maximum likelihood 
optimization using peak 
impulse and peak force 
with age as a covariate 

A 1.52  

-61 0.8788 0.8110 
B 10.00  
𝛽0 2.003 1.57e-1 

𝛽age -9.88e-3 2.52e-3 
𝛾 3.576  

 



292 
 

 Injury risk function plots based on PFI were generated for purposes of visually 

representing the confidence intervals associated with the survival models developed using 

PMHS data (Figure 6.37, Figure 6.38). Additionally, these plots show the trend in increasing 

probability of injury with an increase in age for a given value of the predictor variable. At 

50% probability of injury, the predictor value increase from 11.5±2.80 to 8.9±1.31, and 

6.9±0.79 for age 25, 45, and 65, respectively for the discrete optimization fit. For the survival 

model based on the maximum likelihood fit, the injury predictor value associated with 50% 

probability of injury was 11.6±2.78, 8.9±1.29, and 6.9±0.79 for ages 25, 45, and 65, 

respectively. 

 Width of the 95% confidence intervals at 50% probability of injury were 5.6, 2.62, and 

1.58 for the discrete approach and 5.56, 2.58, and 1.58 for the maximum likelihood approach 

for ages 25, 45, and 65. The results from the discrete optimization and maximum likelihood 

survival models suggest that the approaches reached approximately the same solution. The 

slightly better fit of the maximum likelihood approach was expected because of the 

additional flexibility allowed for the variables. 
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Figure 6.37. Injury risk functions based on the force-impulse predictor variable with 95% 
confidence intervals for the parameters estimated using the discrete variable optimization 
approach to fit PMHS injury data. The figure on the left shows the result of the survival analysis 
without covariates, and the figure on the right shows the injury risk for ages 25, 45, and 65 
years. 

 
 It is important to note that the magnitude of the predictor was significantly different for 

the no-covariate survival fit. This was due to the fact that the predictor variable was not 

based on a physical measurement, but instead served as a value proportional to probability 

of injury based on the PMHS data. It should be noted that values are similar between the two 

no-covariate fits, and the age-covariate fits since the discrete variable parameters were used 

as the starting point for the maximum likelihood optimization.  Although additional seed 

values were used, the optimization for the alternative starting points converged to solutions 

with lower AUC and maximum likelihood values. 
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Figure 6.38. Injury risk functions based on the force-impulse predictor variable with 95% 
confidence intervals for the parameters estimated using the maximum likelihood optimization 
approach to fit PMHS injury data. . The figure on the left shows the result of the survival analysis 
without covariates, and the figure on the right shows the injury risk for ages 25, 45, and 65 years. 

 
 The reported injury risk function plots do not provide information for estimating the 

input required to cause injury since the scale of the injury predictor is dependent upon the 

magnitude of the parameters A and B chosen by the optimization. The utility of these plots 

lies mainly in the visual representation of the width of the confidence intervals for the risk 

curves. A more worthwhile display of the information provided by the injury risk function 

parameters is a contour plot of probability of injury with force and impulse as the x- and y- 

axes. These plots are provided for each of the fits summarized in Table 6.19 (Figure 6.40, 

Figure 6.39). For the age-adjusted injury risk functions, the contour plots are presented for 

age 25, 45, and 65, which show that the contours for probability of injury shift down (lower 

force) and to the right (lower impulse) as age increases. Contours with smaller widths 

indicate a more vertical injury risk curve with respect to the injury predictor. 
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Figure 6.39. Contours of injury probability for the force-impulse predictor variable based 
on Fit 3. Plot A shows the results from fit 3, and plots B-D show the results of fit 4 for age 
25, 45, and 65. 
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Plantar Impulse at Peak Force(N-s)

Pl
an

ta
r F

or
ce

 (k
N

)

 

 

0 20 40 60 80 1000

5

10

15

20

25
P(injury)
Injury
No Injury

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9



297 
 

A 

 

B 

 

Contours of Probability of Injury based on ln(L) Optimization (Age 25)
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Figure 6.40. Contours of injury probability for the force-impulse predictor variable based 
on Fit 3. Plot A shows the results from fit 1, and plots B-D show the results of fit 2 for age 
25, 45, and 65. 

 
  

Contours of Probability of Injury based on ln(L) Optimization (Age 45)
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Contours of Probability of Injury based on ln(L) Optimization (Age 65)

Plantar Impulse at Peak Force(N-s)

Pl
an

ta
r F

or
ce

 (k
N

)

 

 

0 20 40 60 80 1000

5

10

15

20

25
P(injury)
Injury
No Injury

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9



299 
 

 Though slight differences were observed in the magnitude of the force-impulse predictor 

variable with respect to probability of injury for the two optimization approaches, this 

difference is merely an artifact of the log-likelihood optimization favoring an overall lower 

predictor due to the nature of its calculation, while AUC has less dependence on magnitude 

and more dependence on classification. Nonetheless, both optimization approaches 

estimated A and B parameters with approximately the same ratio (0.58 for the discrete 

approach with no covariate, and 0.57 for the log-likelihood approach with no covariate). 

6.4.5 Evaluation of Continuous Injury Criterion Approaches 
 As expected, injury risk functions based on the force-impulse predictor variable 

produced higher AUC values than previous injury criteria, perhaps because of the increased 

number of fit parameters. Five parameters were used to fit the models described using a 

covariate. The use of these additional parameters is justified based the large sample size 

(n=137) compared to previous injury risk functions. As a rule of thumb, the sample size used 

to fit a model should be 10-15 times the number of parameters used to fit the model. Further 

justification is based on the physical relationship of the predictor variable with causation of 

fracture since the form of the force-impulse predictor variable equation was shown to 

provide a good fit of both strain and compression data. 

 The ratio of A:B ranged between 0.55 and 0.71 for the different approaches taken. This 

ratio controls the rate of decay of the exponentials in the predictor variable function, and 

therefore controls the relative influence force and impulse have over injury probability. 

Higher ratios of A:B shift the contours toward lower impulse levels and higher force levels. 

If the ratio of F/A and I/B is thought of as an effective frequency associated with the damped 

natural frequency of the leg, a higher ratio of A:B suggests a higher natural frequency of the 
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system. Lower natural frequencies are associated with longer pulse durations, which means 

that in terms of the piecewise injury criterion, the duration cutoff between impulse and force 

as an injury predictor would be longer for a higher A:B ratio. 

 Each of the previously-outlined age-modified injury risk functions using Eqn. 6.21 to 

relate force and impulse to a quantity associated with injury probability were assessed using 

AUC, accuracy, and log-likelihood calculated using the combined data set (Table 6.20). The 

AUC and accuracy of the piecewise model are included in Table 6.20 for reference. Log-

likelihood was the same for all models except the one developed based on maximizing the 

log-likelihood, which was not significantly different from the other results. Accuracy was 

highest for the models based on foot compression and using the optimization approaches, 

though the other methods still resulted in higher AUC values than were calculated for any of 

the previous injury risk functions discussed in the evaluation of the piecewise model. Log-

likelihood of the model fit became the distinguishing point for deciding which injury risk 

function should be recommended for future use. The injury risk function developed using 

maximization of log-likelihood was chosen as the best performing injury risk function for the 

combined data set, though AUC for the fit was slightly lower than for the discrete 

optimization fit. 

Table 6.20. Summary of test statistics and fit parameters associated with survival models 
for each of the previously-outlined approaches to injury criterion development. The best 
score for each statistic is bolded for easy reference. 
Approach A B AUC Log 

Likelihood ACC 

Piecewise model with Age n/a n/a 0.8308 n/a 0.7297 
LMM foot compression with Age 0.8183 1.1890 0.8904 -58.1 0.8175 
FE Foot Compression with Age 1.078 1.524 0.8904 -58.1 0.8175 
FE Calcaneus Strain with Age 7.923e-3 14.390e-3 0.8872 -58.1 0.7883 
PMHS Discrete Opt with Age 7.090 10.000 0.8906 -58.1 0.8175 
PMHS ln(L) Optimization with Age 6.723 10.917 0.8897 -57.8 0.8175 
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6.5 Discussion 
 The PMHS optimization using discrete optimization based on AUC to estimate the value 

of parameters for the predictor variable function and survival analysis was chosen as the 

approach for development of the injury criterion. Since each of the other approaches 

outlined in the previous sections were based on model results rather than PMHS injury data, 

there are limited ways to justify the results compared to the PMHS data. Though each of the 

models (LMM and FE) were created and validated using PMHS data, the point at which injury 

occurs based on each of these measures cannot be validated using the data set since most of 

these tests do not provide information about foot compression or strains. However, the ratio 

of A:B was similar for each of these approaches, and the ratio of the optimized parameter 

values suggested that the fit based on foot compression closely matched the chosen model. 

 Age was chosen as a lone covariate after investigating sex and dorsiflexion angle as 

covariates in the analysis. Sex and dorsiflexion angle were found to have an insignificant 

effect on the model (P>0.05) in terms of explaining variance. Since the effect of sex on injury 

generally involves the effect of mass differences between males and females and changes in 

BMD with age, it was determined that the data set used for the analysis should not be greatly 

affected by sex differences. Since force and impulse were mass-scaled the correlation 

between mass and sex is diminished. Further, the specimen selection process for many of 

the included studies involved a BMD quality assessment in which osteoporotic specimens 

were not included. This would have the effect of reducing the sex-influenced aspect of the 

relationship between BMD and age. Though differences exist in the geometry of male and 

female bones150 which could cause female legs to fracture at lower forces than male legs, this 
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effect was not significant enough in the data set to justify inclusion as a covariate, perhaps 

because of the limited number of female specimens in the data set. 

 The decision was made to incorporate age as a covariate rather than include its effect as 

part of the predictor variable. Including age as a covariate allows for the compensation of 

age-related changes by scaling the failure criteria or predictor variable. By using this 

approach, the assumption was made that the overall failure response of the leg scales with 

age. Inclusion of the age in the predictor variable accounts for scaling of the structural 

response. While in reality many factors affect the structural response of the leg, such as bone 

mineral density, and size of the bone in terms of cortical thickness, length, and cross-

sectional area, these affects were not directly included in the predictor variable. This is a 

limitation of the statistical model chosen to represent the data, though this limitation 

persists throughout the literature.70,104,229,231  

 The use of Eppinger’s mass-normalization approach for scaling the forces from the PMHS 

data is also a limitation. Scaling the forces improved the fit of the survival model; however 

greater reduction in the variance associated with the population may have been achieved 

using alternative scaling techniques. Alternative scaling techniques using cross-sectional 

area of cortical bone or bone mineral density should be investigated, and future work should 

account for differences in the body structure and anthropometry of specimens of the same 

mass in order to investigate the validity of using mass as a way to normalize specimen 

response. 

 Although impulse at force duration was investigated as a possible injury predictor, the 

decision was made to use impulse at peak force because of the effect injury may have on the 

relaxation of the force pulse. Further, the use of the entire duration to calculate impulse 
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prevents the use of uncensored data, which provides more information to the survival 

analysis than assuming all data is censored. Statistics for the models which used peak 

impulse rather than impulse at peak had less desirable AUC and accuracy values, though the 

models still out-performed previous injury risk functions for the combined data set. 

 In order to show the advantage of using the force- and impulse-based predictor variable 

over strictly using peak force, an additional survival analysis was performed using mass-

scaled plantar force with an accelerated failure covariate of age. Injury risk functions and the 

model parameters from these analyses show larger confidence intervals, and lower log-

likelihood and AUC values for the combined data set (Figure 6.41, Table 6.21). This suggests 

that the proposed force-impulse injury criterion provides a better fit of the data than force 

alone provides, which is consistent with the impactor PMHS test results and the theory based 

on the transient response of dynamic models. Accuracy for the plantar force based injury 

risk function was 0.7664, which suggests that even the use of plantar force rather than mid-

tibia or proximal tibia force can improve injury prediction for a wider range of loading 

frequencies. This is consistent with the conclusions of a previous plantar force-based injury 

risk function published by Bailey et al.12 

 

Table 6.21. Estimated parameters for the survival model using mass-scaled 
plantar force as the main predictor and age as a covariate. 

Parameter 𝛾 Intercept Age (years) 
βi 2.941 2.818 -1.14e-2 
SE  0.191 3.09e-3 
P-value  0.000 2.38e-4 
Log-likelihood: -84; χ2: 11.93; AUC:0.8410 
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Figure 6.41. Injury risk functions based on mass-scaled plantar force. 

 
  An overview of the predictive capabilities of previous injury risk functions which used 

footplate force as the predictor variable shows that the proposed force-impulse injury 

criterion performs best in terms of AUC and accuracy for the combined data set (Table 6.22). 

Accuracy, Kruskal’s gamma, Yule’s Q and AUC were calculated for each of the three plantar 

force-based IRFs based on the validation data set (Figure 6.42). For each of the four statistics, 

the proposed force-impulse based injury criterion performed best. As the accuracy and AUC 

values were above 0.8, the proposed injury criterion provides a clear advantage over the 

other two injury risk functions.  
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Table 6.22. Comparison of the performance of previous injury risk functions to the plantar 
force-based injury risk function and the proposed force and impulse-based injury 
criterion. 
Injury Risk Function Parameters Used AUC Accuracy 
Bailey et al. 2015 force, age, dorsiflexion, sex, mass 0.8470 0.7007 
Plantar Force force, age 0.8410 0.7664 
Force-Impulse (Proposed) force, impulse, age 0.8906 0.8175 

 
 

 

Figure 6.42. Comparison of the performance of plantar force-based injury risk functions 
using the combined data set. The proposed force-impulse injury risk function was shown 
to outperform the other models for AUC, accuracy, Kruskal’s gamma, and Yule’s Q. 

 
The analysis from the piecewise injury risk function which compared the injury risk 

function to previous IRFs using subsets of the combined data set was revisited for the force-

impulse IRF. While the piecewise IRF performed better than the other four IRFs for the Funk 

2002 data set, it failed to perform better for the Yoganandan 2015 data set. The statistics 

provided in Table 6.23 conclude that the proposed force-impulse IRF is better able to predict 

injury than the other four IRFs for the Funk 2002 data set, improving prediction accuracy by 
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more than 17%. For the analysis using the Yoganandan 2015 data, the Yoganandan 2015 

IRF’s higher Kruskal’s gamma and AUC suggest that while it is better able to rank the data 

points according to injury and no-injury, the proposed IRF is better able to predict injury or 

no-injury based on the cutoff of 50% probability of injury (83% compared to 75% accuracy). 

Nonetheless, both IRFs provide good fits of the data with AUC greater than 0.8.142 

 

Table 6.23. Assessment of injury risk functions for 50% risk of injury using the Funk 
2002 and Yoganandan 2015 data sets.70,230,231 

Funk 2002 Data Set 

Injury Assessment Yoga. 
1996 

Kuppa 
2001 

Funk 
2002 

Yoga. 
2015 

Bailey 
Force-Impulse 

Accuracy 0.6286 0.3714 0.5428 0.6000 0.8000 
Kruskal's Gamma (γK) 0.3678 0.1609 0.2759 0.3908 0.5060 

Yule’s Q (QY) 0.7526 0.3115 0.6471 0.2414 0.8113 
AUC 0.6839 0.5805 0.6379 0.6954 0.7529 

Yoganandan 2015 Data Set 

Injury Assessment Yoga. 
1996 

Kuppa 
2001 

Funk 
2002 

Yoga. 
2015 

Bailey 
Force-Impulse 

Accuracy 0.6667 - - 0.7500 0.8333 
Kruskal's Gamma (γK) 0.7203 - - 0.8741 0.8322 

Yule’s Q (QY) 0.6800 - - 0.8824 0.9223 
AUC 0.8601 - - 0.9371 0.9161 

 

6.5.1 Validation of the Injury Criterion 
 To validate the proposed injury criterion, a cross-validation technique was used. Twenty 

tests from the combined data set were randomly selected and removed from the data set. A 

new set of parameters was then estimated by maximizing the log-likelihood of the model fit 

for this reduced data set. Five different models were generated in this way and are 

summarized in Table 6.24. The ratio of A:B, which is theoretically related to the natural 

period of the leg, was similar for each of the five cross-validation models (0.64±0.27), and 

the ratio of A:B for the proposed model based on the whole combined data set (0.62) fell 
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within one standard deviation of the average for the cross-validation ratios. Additionally, the 

difference between the AUC for the cross-validation models for the cross-validation data sets 

compared to the AUC for the proposed injury risk function using the cross-validation data 

sets was less than 0.005. Accuracy of the proposed injury risk function, when calculated for 

each of the cross-validation data sets exceeded 0.795, which is less than a two percent 

reduction in accuracy compared to the performance of the proposed IRF for the combined 

data set. Accuracy was higher for cross-validation sets CV1 and CV3 than for the combined 

data set. Thus, it was concluded that the cross-validation models were sufficiently similar to 

the proposed model. 

Table 6.24. Summary of the cross-validation models and statistics comparing the cross-
validation and proposed injury risk functions 

Parameter CV1 CV2 CV3 CV4 CV5 
A 7.256 6.896 6.867 6.349 6.903 
B 11.597 10.626 10.314 10.653 10.744 
Β0 0.771 0.704 0.6779 0.664 0.7098 

βage -0.0148 -0.0119 -0.0117 -0.0106 -0.0122 
γ 3.626 3.192 3.732 3.072 3.280 

AUC for CVDS using Cross-validation IRF 0.895 0.887 0.904 0.889 0.891 
AUC for CDS using Cross-validation IRF 0.889 0.892 0.899 0.889 0.891 
Accuracy for CVDS using Proposed IRF 0.887 0.803 0.899 0.795 0.812 

AUC for CVDS using Proposed IRF 0.894 0.884 0.903 0.882 0.886 
CVDS=Cross-validation data set 
CDS=Combined Data Set 

 
 

 Each of the models was then used to estimate probability of injury associated with each 

of the points in the combined data set. The error between the probabilities estimated using 

each of the five cross-validation models and the proposed model were calculated and are 

presented in Figure 6.43. Less than a six percent difference was calculated for the probability 

of injury using the different cross-validation data sets, and the average error associated with 
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each of the cross-validation data sets was not significantly different than for the rest of the 

cross-validation models. The error estimated for these cross-validation provides an estimate 

of the prediction error associated with the proposed injury risk function. 

 

 

Figure 6.43. Difference in probability of injury as predicted by the proposed 
injury risk function compared to the cross-validation injury risk functions. 

 
 The fact that the injury risk functions developed using the cross-validation data sets did 

not significantly change the probability of injury associated with individual data sets 

suggests that the proposed injury risk function is not overly tied to the data set. Rather, the 

cross-validation analysis infers that the proposed injury risk function is likely to provide 

accurate predictions for a data set independent of the combined data set which was used to 

estimate the parameters of the function. 
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6.5.2 Limitations of the Proposed Injury Criterion 
 The proposed injury risk function is summarized by Eqn. 6.36 where F represents the 

peak plantar force, and I represents the impulse at peak force. 

Pinj = 1 − exp (− exp[−3.30(0.704 − 0.0119 ∗ Age)] [
F

6.72 exp (−
F

6.72⁄
I

10.92⁄
) +

I
10.92 exp (−

I
10.92⁄

F
6.72⁄

)]
3.30

) Eqn. 6.36 

 

 The exponential nature of the injury criterion implies that as impulse approaches zero, 

the force required to cause injury is infinite. Since no-injury data is available for this high 

force-no-impulse region, a limitation must be placed on the validity of the injury criterion for 

that region. As mentioned in the introduction, injury mechanisms analogous to spalling or 

brisance come into play for the extreme loading frequencies associated with primary blast. 

Since there is currently no methodology for understanding or predicting when this 

phenomena will occur in the human body, this loading regime must be excluded from the 

scope of the proposed injury criterion. According to Ramasamy et al., these injuries occur at 

times less than 2 ms after detonation.174 Thus, durations of less than 2 ms must be excluded 

from the range of applicability of the proposed injury criterion. Further, the PMHS data used 

to develop the injury risk function spanned durations of 5.1-89.9 ms, so care should be taken 

to limit the use of the injury risk function outside of this range. The dashed line in Figure 6.44 

represents this range of durations in terms of force and impulse for the short durations. The 

proposed injury criterion is not validated for impulses to the left of this line.  

 A secondary limitation was placed on the range of validity for the injury criterion by 

limiting peak force to 23 kN since there were no PMHS data points beyond this force level. 

In order to predict the injury probability associated with this “un-validated” region, 

additional studies must be performed to focus on higher frequency input conditions or injury 
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mechanisms such as energy deposition and spalling as they relate to the human leg. As these 

phenomena are associated with primary blast rather than underbody blast, these injury 

mechanisms were considered outside the scope of the current study, and were not addressed 

in the injury analysis.  

 

 

 

Figure 6.44. Representation of the range of applicability of the proposed leg injury 
criterion with PMHS data points overlaid. The area to the left of the dashed line 
represents loading frequencies which may incorporate additional injury 
mechanisms which were not considered in the current study.  

 
   



311 
 

 Another consideration for placing bounds on the validity of this injury risk function is 

that as the duration of the load increases, and the foot/ankle has more time to react to the 

load, the ankle tends to evert. In the finite element model, noticeable eversion occurs when 

leg compression exceeds 17 mm. Thus, for longer durations or larger impulses, alternative 

injury mechanisms related to ankle rotation may be present, which have a tendency to lower 

the axial force required to cause fracture because of the superposition of shearing loads.71,75 

Force durations of 5-90 ms were included in the data set used to develop the injury criterion; 

thus, the use of the injury criterion should be limited to these same durations. 

 Use of the injury criteria should be limited to axial loading events with less than 10-

degrees of flexion or xversion, in which the load is applied to the plantar surface of the foot 

with roughly a +/- 10-degree angle between the loading vector and the z-axis of the tibia as 

defined by Appendix 10.1.1. As previously discussed, flexion and rotation of the ankle joint 

alters the contact area within the joint, which can cause different injury patterns and affect 

the foot/leg’s fracture force. Further, alternative loading vectors can affect the shear and 

bending loads experienced by the foot/leg, which may predispose the foot/leg to 

ligamentous injuries or a different injury mechanism. For this reason, the proposed injury 

criterion should be used alongside other injury criteria such as the tibia index. 

 

6.6 Summary 
The proposed force- and impulse-based injury criterion provides an accurate prediction 

of injury risk for forces with durations ranging from 5 to 90ms and assumes a sinusoidal 

force pulse shape. Accuracy of injury prediction for the proposed IRF was shown to be 

greater than that of previous injury risk functions in the literature, by 8% for Yoganandan 

2015 data set, 18% for the Funk 2002 data set, and by 5% for the combined data set. Statistics 
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also showed that the proposed force-impulse IRF provided better injury prediction accuracy 

than a strictly plantar force-based IRF developed using the same set of data.  

Limitations of the injury criterion include that it assumes a sinusoidal force pulse shape 

and that an exponential equation form was used as an assumption for fitting the response 

surface for force, impulse, and peak compression of the foot and ankle. It was also assumed 

that foot and ankle compression correlates to strains in the foot and can be used as an injury 

predictor. Only axial loading was considered for development of the injury criterion, thus it 

should be considered valid only for cases where the loading vector is applied to the plantar 

surface of the foot within +/- ten degrees of the SAE-z aligned axis of the tibia. Injuries which 

may occur as a result of the addition of a bending moment in the tibia or off-axis loading from 

alternative ankle positions cannot be predicted by the proposed injury criterion since the 

superposition of these loads has been shown to reduce the axial force necessary to cause 

fracture.71,109,194 The tibia index and other injury criteria would be required in addition to 

the proposed axial injury criterion. Thus, it is necessary for the ATD to provide biofidelic 

measurements for both footplate and tibia forces. The presence of Achilles tension may also 

lead to error in the estimation of injury risk using the proposed injury criterion. As 

previously discussed, studies by Funk et al. and Kitagawa et al. demonstrated that the 

application of force through the Achilles tension causes higher forces in the tibia, which can 

cause additional compressive loads in the tibia while affecting force on the calcaneus 

less.70,108  

The ability to use the proposed injury criterion is highly dependent upon the existence 

of a biofidelic ATD leg which can replicate both the magnitude and timing of force in the 

human leg across all relevant loading conditions. The proposed injury criterion also relies 
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upon the ability to measure force at the plantar surface of the foot rather than at a more 

proximal location as is the case for the Mil-Lx and Thor-Lx ATDs. The following chapter 

discusses the ability of an existing ATD leg (the Mil-Lx) to provide a biofidelic plantar force 

estimate for use with the proposed injury criterion. 

7 Anthropomorphic Test Device Design 

7.1 Introduction 
 Numerous studies have noted the inadequacies of existing anthropomorphic test device 

(ATD) legs, particularly under high rate axial loading applications 11,18,27,114,170. The Hybrid-

III leg has been shown to measure more than twice the force measured in the human leg,136 

while the forces in the Mil-LX have been shown to inaccurately represent the response of the 

human leg in the presence of boots.160 With respect to dynamic theory, if the dynamic system 

that represents the  ATD is not equivalent to that of the human, the ratio of overshoot for 

dynamic impacts can lead to differences in force measurement in the ATD compared to the 

human leg for different impact frequencies. As the fraction of critical damping decreases, the 

amount of overshoot increases, which lead to a decrease in the accuracy of the ATD 

measurement. Further, different injury mitigation materials can affect the relative force 

response of the human and ATD. Rupp et al. developed LMMs of the PMHS and Hybrid-III 

femurs in order to demonstrate the effect of the stiffness of the ATD when interfaced with 

knee bolster materials with different force-deflection characteristics. Force-limiting 

materials yield the same force in the Hybrid-III and cadaver for different deformations. 

Bolster materials with linear or exponential force-deflection characteristics yield higher 

forces in the Hybrid-III than in the cadaver.184,185 Failure to accurately account for these 
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differences can lead to over- or underestimation of injury risk using the ATD, particularly 

since only peak force is used for current leg injury criteria. 

 Anthropomorphic test device leg biofidelity is necessary when considering application of 

an injury criterion to the response of an ATD. For typical leg injury risk functions and 

associated injury criteria, peak force measured in the ATD leg is used to assess whether 

injury would occur in the human leg. The Hybrid-III leg, which is typically used in automotive 

crash testing, produces peak forces of more than double the human force response for higher 

rate loading events such as underbody blast (UBB);27,170 thus, use of the Hybrid-III for an 

unknown loading environment outside of its biofidelity range can lead to inaccurate 

assessment of injury probability for the human. Kuppa et al. summarized the relationship 

between the Hybrid-II leg and the human leg using SDOF LMMs. Results from their study 

revealed that the Hybrid-II over-predicts force for force rise times of less than 55 ms, and 

under-predicts human leg force for rise times between 55 and 200 ms. These inaccuracies 

were linked to the difference in compliance of the ATD leg compared to the human leg.114 

 The Mil-Lx, an ATD leg designed for predicting human leg response in UBB scenarios, has 

similar issues, though instead of over-predicting human leg forces, it under-predicts forces 

for lower loading rates than for which it was designed.170 This behavior causes major concern 

when considering that injury mitigation strategies for UBB tend to lower the loading rates 

and lengthen the duration of the input acceleration to the leg. An injury mitigation design 

utilizing force response of the Mil-Lx would yield inaccurate results, and a potentially 

dangerous situation for warfighters relying on that design for protection. 

 One potential solution for this problem is a transfer function or response surfaces which 

could utilize LMMs or FE models of the human and ATD legs to map the ATD force to human 
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force which could then be used for estimating injury risk. This approach, however, falls short 

when contemplating how the addition of injury mitigation structures would affect the 

response of the human leg and ATD leg differently, as was the case for femur loads and 

material property of the knee bolster. Figure 7.1 helps to explain this concept using a 

simplified, un-damped, single-DOF LMM to represent both the human and ATD legs. The 

behavior of springs in series makes it necessary to characterize the injury mitigation or boot 

materials used in order to be able to use the ATD to predict the response of the human. Thus, 

in order to use the ATD for development of injury mitigation schemes for scenarios such as 

UBB, it is necessary for the ATD leg to provide a biofidelic response across all applicable rates 

of loading. The main goals for this chapter are to propose an approach for improving the 

biofidelity of an existing ATD (the Mil-Lx) and to suggest low-cost design changes for the Mil-

Lx leg using finite element model optimization. 

 

  

Figure 7.1. Simplified human and ATD leg models and theory explaining how injury mitigation 
materials or a boot placed in series with the leg modifies the transfer function (TF) between human 
and ATD leg force. 
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7.2 Evaluation of Mil-LX Biofidelity 
To evaluate the biofidelity of the Mil-Lx for the range of load durations applicable to UBB 

and automotive intrusion, experimental and finite element modeling approaches were taken. 

First, the ATD’s performance was assessed based on previous studies from the literature. 

Additional experimental tests were then performed under test conditions matching 

experimental PMHS tests discussed in Chapter 3. Lastly, a finite element model of the Mil-Lx 

was adapted, benchmarked, and used for further assessment of the Mil-Lx’s ability to 

replicate the response of the human leg to axial loads. 

7.2.1 Literature Review 
The original design process for the Mil-Lx involved tuning its response by changing the 

compliant element material in the tibia shaft and the heel pad insert material using a 7.1 m-

s-1 footplate impact condition.18 The Mil-Lx response was initially compared to PMHS 

response at lower impact velocities; however, the Mil-Lx’s biofidelity at those rates was 

never quantified for a matched input condition. McKay compared the Mil-Lx response to 

previous PMHS impact data from Barbir et al.,18 but those tests were not necessarily 

performed under the same input conditions and show a lack of consistency between the 

timing of the PMHS corridor and the Mil-Lx upper tibia force (Figure 7.2). McKay showed 

that load rates were similar for PMHS and Mil-Lx forces at impact velocities ranging from 

5.4-11.5 m-s-1 (see Figure 7.3), but no comparison of peak forces or duration of the forces 

was made. Moreover, the measurements used to assess Mil-Lx biofidelity were located 

proximal to the injuries that most commonly occur for these impact conditions (i.e. 

foot/ankle injuries such as calcaneus, talus, and distal tibia). Thus, further investigation is 

required to evaluate the biofidelity of the Mil-Lx for loading conditions other than the one 

used for its initial development. 
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Figure 7.2. Comparison of Mil-Lx response 
(5.4 m/s) to Barbir18 PMHS corridor (4.8 
m/s) for a comparison at a lower loading 
condition. Note: Figure reproduced from 
McKay dissertation.134 

Figure 7.3. Comparison of PMHS (implanted 
mid-tibia load cell) and Mil-Lx (upper tibia 
load cell) loading rates for axial impact 
tests.134 

 
Pandelani et al. performed several tests on the Mil-Lx leg to evaluate its repeatability and 

biofidelity for UBB conditions.155,158 These tests involved comparing the Mil-Lx and Hybrid-

III upper tibia force for axial impact velocities ranging from 1.5-8.8 m-s-1, and showed that 

Mil-Lx forces were considerably lower than Hybrid-III forces. The Mil-Lx was found to be 

more repeatable than the Hybrid-III with less than 5 percent difference in peak force from 

the average peak force compared to 8 percent for the Hybrid-III at a lower velocity.158 The 

Mil-Lx upper and lower tibia force versus time plots for these velocities were provided in 

Pandelani’s dissertation, and are reproduced in Figure 7.4 for reference.156 These plots show 

that lower tibia peak force was higher than upper tibia peak force. The sharp onset of lower 

tibia force compared to the more gradual rise of upper tibia force is caused by the 

compression of the compliant element located between the two load cells. The double peak 
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observed at higher velocities has been attributed to the scenario when the tibia element fully 

compresses or “bottoms-out,” which allows the lower tibia force to reload.134 

 
 

  

  

Figure 7.4. Mil-Lx force response to axial impacts performed at different velocities by 
Pandelani et al. (Plots reproduced from data presented in Pandelani’s dissertation)156 
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Figure 7.5. Mil-Lx upper and lower tibia forces from a 5.6 m-s-1 
impact. (Plots produced using data from  Shewchenko et al.)192 

 

Quenneville et al. evaluated the Mil-Lx by performing impact tests with and without the 

Mil-Lx foot and compared the response to PMHS test results.170 For these tests, a 6.8 kg 

projectile was used to deliver axial impact loads to the Mil-Lx leg with durations ranging 

from 3-10 ms and velocities of 2-7 m-s-1. Figure 7.6 shows that the Mil-Lx measured forces 

closer to the peak proximal tibia force in the human leg for velocities ranging from 1-9 m-s-

1. This bilinear response of the peak Mil-Lx forces can be explained by the “bottoming-out” 

of the compliant tibia element. Since only peak forces are provided, a comparison cannot be 

made between PMHS and Mil-Lx force-time histories in order to assess the compatibility of 

the Mil-Lx with the proposed injury criterion. The bilinear response of the Mil-Lx, because of 

the behavior of the leg when the tibia compliant element is fully compressed, suggests that 

the Mil-Lx may be limited in is ability to be modeled as a linear system over the full range of 

AI and UBB conditions. Because of this, the ability to develop a transfer function from Mil-Lx 
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to PMHS force becomes more complicated in the same manner that a force-limiting knee 

bolster affects interpretation of ATD femur force. 

 

Figure 7.6. Mil-Lx peak force response to varying impact velocity compared to 
cadaveric tibia force response. (Accidental Injury by Springer New York. 
Reproduced with permission of Springer New York in the format 
Thesis/Dissertation via Copyright Clearance Center.)170 

 

A few studies have utilized the Mil-Lx ATD leg to evaluate the protection of boots and 

blast mats from axial loading due to UBB.147,160,192 Newell et al. compared the response of the 

Mil-Lx and Hybrid-III donned with military boots on blast mats for velocities ranging from 

2.8-9.1 m-s-1. This study concluded that a larger difference in Hybrid-III peak force was 

measured between blast mat and no-blast mat cases than for Mil-Lx peak forces, but the two 

ATDs ranked the different blast mats in the same order in terms of mitigating force. 

Shewchenko et al. found similar results in that the Mil-Lx and Hybrid-III assessed different 



321 
 

risk of injury in the presence of energy absorbing floor mats, though neither study compared 

the results to the response of a human leg under these conditions.192 

Pandelani compared the response of the Mil-Lx with and without military boots at 

different impact velocities. This study showed that the presence of the boot decreased the 

peak force measured at the Mil-Lx upper tibia for impact low velocities, but as the impact 

velocity was increased, higher peak upper tibia forces were measured in the Mil-Lx when the 

boot was present.158 This effect may be attributed to the placement and stiffness of the 

compliant element in the Mil-Lx and relates back to the discussion in Section 7.1 about the 

necessity of biofidelity in the leg. The ability of an ATD leg to produce a biofidelic response 

when personal protective equipment (PPE) is present is extremely important when using 

ATDs to assess the ability of the PPE to attenuate energy. Pandelani et al. conclude that the 

insensitivity of the Mil-Lx caused by the tibia compliant element to the presence of boots 

could lead to over-estimation of the protectiveness of injury mitigation systems.157 

As concluded in the previous chapter, peak force is not sufficient for estimating 

probability of injury for this expanded range of loading frequencies. Thus, the Mil-Lx must 

be able to accurately replicate the timing of the force response of the leg in addition to the 

magnitude of the force. Further, since preliminary results have shown that inertial 

differences between the proximal tibia and plantar foot forces can be significant, and that 

plantar foot force has been shown to have a stronger correlation with injury risk in the PMHS 

foot and ankle,73 it is important that a the ATD leg not only provide a biofidelic response at 

the proximal tibia for use in assessing potential intrusion-type injuries, but also must 

measure biofidelic forces at a more distal location such as the plantar surface of the foot or 

heel. 
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 To evaluate the biofidelity of the Mil-Lx leg PMHS and Mil-Lx response data from McKay 

et al. was obtained by digitizing the plots provided in McKay’s dissertation.134 PMHS force 

traces were grouped according to loading condition and plotted against the Mil-Lx upper 

tibia forces from tests performed at the same loading condition (Figure 7.8-Figure 7.9). 

Despite the similarity in average load rate for each condition found by McKay, the PMHS and 

Mil-Lx force responses were found to be in disagreement when the data was examined more 

closely. The sub-injurious test condition from Barbir et al. (4.8 m-s-1) on the left side of Figure 

7.7 produced a peak Mil-Lx upper tibia force outside of the +/- one standard deviation 

corridor. In terms of estimating injury risk, the timing and peak force difference between the 

Mil-lx and the ATD could lead to inaccurate estimates of injury risk. 

 Assuming that the lower peak forces for the test conditions in Figure 7.9 were a result of 

artefactual fracture at the location of the tibia load cell, eliminating these tests would cause 

the peak forces and timing of the remaining PMHS tests (10.4 and 9 m-s-1 for the plot on the 

left, and 11.3 and 11.5 m-s-1 for the plot on the right) not to align with the Mil-Lx force 

response. Peak forces for the PMHS occurred prior to peak force in the Mil-Lx, which 

indicates that impulse would be overestimated by the Mil-Lx. Moreover, the Mil-Lx’s 

underestimation of PMHS peak force for the plot on the left suggests that there is potential 

for underestimation of probability of injury for that test condition. The infrangibility of the 

Mil-Lx should lead to higher peak forces compared to the peak force for the PMHS tests in 

which fracture occurred. Ideally, a biofidelic ATD force should track with the response of the 

PMHS up to the point of fracture, and depending on the overmatch of the input condition, the 

ATD peak force may continue to increase beyond the force at fracture for the PMHS. 
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Figure 7.7. Comparison of Mil-Lx upper tibia force to PMHS force corridors generated by 
Barbir et al.18 Note that while there is reasonable agreement, the Mil-Lx test conditions 
consisted of slightly higher impact velocities. 
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Figure 7.8. Comparison of Mil-Lx upper tibia forces and mid-tibia forces from sub-injurious 
PMHS tests performed by McKay.134 This condition was used for the development of the 
Mil-Lx design. 

 
 
 
 
 
 
 
 
 



325 
 

 

 

Figure 7.9. Comparison of Mil-Lx upper tibia forces and mid-tibia forces from injurious 
PMHS tests performed by McKay.134 
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 Though the primary application for the Mil-Lx ATD is vertical loading, Pandelani et al. 

compared the response of the Mil-Lx and Hybrid-III legs exposed to out-of-position (OOP) 

loading including nominal (90°-90° foot-tibia, tibia-femur angles) acute and obtuse foot-tibia 

and tibia-femur angles.157 While UBB loads are assumed to be primarily vertical in nature, 

warping of the floor pan and soldier seating position can expose the leg to non-vertical load 

vectors in these events.60 Results of Pandelani’s study revealed that the Mil-Lx is less 

sensitive to OOP loads than the Hybrid-III, which can lead to errors using the revised tibia 

index (RTI) calculated for a given input condition/leg position. A particularly large difference 

in RTI was observed for the 53°/90° test condition, which corresponded to a 91% difference 

in probability of injury estimated by the Mil-Lx compared to the Hybrid-III. These results are 

expected based on the presence of the compliant tibia element in the Mil-Lx design and the 

fact that RTI was developed for use with the Hybrid-III. The lack of comparison of the Mil-Lx 

and PMHS response limits the conclusions that can be made about the biofidelity of the Mil-

Lx exposed to alternative loading vectors and out-of-position postures. The implications of 

these postures in terms of estimating injury risk will be discussed in a later chapter. 

Nonetheless, it is important to note that the lack of available injury criteria for the Mil-Lx 

limit its usefulness for loading conditions outside of the vertical loading conditions for which 

it was initially validated. 

7.2.2 Experimental Testing of the Mil-Lx ATD 
To evaluate the biofidelity of the Mil-Lx in terms of its ability to predict injury using the 

proposed injury criterion, further experimental testing was required. The drop tower test 

set-up was replicated from Section 3.2.1. An aluminum mounting block was machined to 

interface with the knee mounting bracket of the Mil-Lx. This block was designed such that its 
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mass matched the mass of the proximal load cell plus the estimated mass of the potting cup 

and potting material from the PMHS tests. The tibia shaft of the Mil-Lx was aligned at a right 

angle to the impact and load cell plates, so that it aligned directly with the impact direction. 

The Mil-Lx was outfitted with the full set of instrumentation which included: a heel 

accelerometer (SAE-z), mid-foot accelerometers (SAE-x,y,z), tibia accelerometers (SAE-

x,y,z), a lower tibia load cell (6-axis), and an upper tibia load cell (6-axis). Test rig 

instrumentation included a footplate accelerometer and a proximal plate accelerometer for 

the SAE-z direction. Data was collected using a DTS SlicePro data acquisition system 

(Diversified Technical Solutions, Seal Beach, CA) at a sample rate of 100 kHz. 

 Four test conditions from the PMHS drop tower tests described in Section 3.2.1 (tests 

1.16-1.19) were replicated using the Mil-lx as the test subject (Table 7.1). To match the 

conditions, the same hammer mass, drop height, pulse shapers, and reaction masses were 

used; however, due to the nature of the test rig and its dependence on the test subject, impact 

plate displacement histories were slightly different (Overall CORA>0.87). 

 

Table 7.1. Mil-Lx Drop Tower Test Matrix 
Test 

Name 
Hammer 
Mass (kg) 

Drop 
Height 

(m) 

Reaction 
Mass (kg) 

Impact Az 
(g) in 
(ms) 

Lower Tibia 
Fz (kN) 

Upper Tibia 
Fz (kN) 

MLX 16 34.2 1.5 7.2 640 in 1.8 6.302 5.522 
MLX 17 34.2 1 7.2 560 in 1.2 5.065 4.710 
MLX 18 34.2 1.4 7.2 770 in 1.1 6.551 5.212 
MLX 19 34.2 1.25 7.2 560 in 1.9 5.464 4.888 

 

 Mass-normalized PMHS results were compared to the individual Mil-Lx results. Figure 

7.10 shows that the Mil-Lx under-estimated the peak response of the PMHS upper tibia force 

for the sub-injurious cases (Tests 18 and 19), but was more predictive of the response for 



328 
 

the injurious cases. While the two sub-injurious cases have higher peak forces than the 

injurious tests, it is expected that the Mil-Lx should continue to behave like the PMHS beyond 

the point of fracture. The fact that the Mil-Lx peak upper tibia force was more than 2 kN less 

than that of the sub-injurious PMHS cases causes concern that the Mil-Lx may be unable to 

accurately predict injury because of its lack of biofidelity. Rather than predicting the 

response of the injurious cases, the Mil-Lx should mimic the response of the sub-injurious 

cases and over-estimate the peak forces associated with the injurious tests. 

 

  

  

Figure 7.10. Comparison of Mil-Lx upper tibia force to matched mass-normalized 63 PMHS 
proximal tibia force results from Henderson et al. (2013) showing that the Mil-Lx 
underestimates PMHS force for sub-injurious cases (Tests 17-19). 

 
Average response for the four mass-normalized PMHS proximal tibia forces and the Mil-

Lx upper tibia force response were calculated with ±one standard deviation corridors 
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(Figure 7.11). This plot shows that even for the average response, the Mil-Lx under-predicts 

the human force. An overall CORA score of 0.826 was calculated for the PMHS and Mil-Lx 

average responses with a breakdown of 0.763, 0.724, and 0.990 for phase, magnitude, and 

progression scores, respectively. The weighted CORA score was 0.728. 

 

 

Figure 7.11. Comparison of PMHS normalized proximal tibia 
force and Mil-Lx upper tibia force corridors for the Drop Tower 
B loading condition. 

 
 Displacements were calculated for the impact plate, proximal plate, and tibia for both the 

PMHS and Mil-Lx using SAE-z accelerations (Figure 7.12). As shown in Figure 7.12, tibia 

displacement tracked closer with impact plate displacement than the proximal plate 

displacement for the Mil-Lx, and the PMHS tibia displacement tracked more closely with the 

impact plate. This difference highlights the fact that the location of the compliant element in 

the tibia shaft of the Mil-Lx is not realistic since much of the compliance in the leg is located 

in the foot and ankle rather than the tibia. 
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Figure 7.12. Displacement response of the PMHS (solid lines) compared to the Mil-Lx 
(dashed lines) for the impact plate, the proximal (load cell) plate, and the tibia for drop 
tower test conditions 16-20. 

  

 Despite this difference, one might argue that only the biofidelity of the force 

measurement is required to assess injury probability using the Mil-Lx. However, as discussed 

in Chapter 6 force biofidelity at more distal location is desired for predicting injury in the 

foot and ankle for this type of loading condition. Thus, it is necessary to investigate whether 

more distal instrumentation in the Mil-Lx, such as the lower tibia load cell and foot 

accelerometers, have the ability to produce a biofidelic estimate of the force at the plantar 

surface of the foot. 

 First, impulse was calculated for the proximal and footplate locations for the Mil-Lx and 

PMHS tests results. Since force at the footplate was not measured in the drop tower tests, 
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this force was estimated using the UVA leg model.78 These results are shown in Figure 7.13. 

For the sub-injurious cases, peak impulse for the PMHS proximal tibia compared to the Mil-

Lx upper tibia was within 5 N-s despite the drastic underestimate of peak force provided by 

the Mil-Lx. Lower tibia impulse was not comparable to footplate impulse.  

 

  

  

Figure 7.13. Comparison of Mil-Lx and PMHS impulse for drop tower tests 16-19. Mil-Lx 
responses are displayed using dashed lines, while PMHS responses are displayed by solid 
lines. 

 

 One method for estimating the footplate or plantar force in the Mil-Lx would be to mass-

compensate the lower tibia load cell force using the foot acceleration from the Mil-Lx. This 

assumes that the foot and ankle behaves as a rigid body. A comparison of the tibia and 

hindfoot accelerations shows little difference, which suggests that this assumption is 

justified (Figure 7.14). Using the mass distal to the lower tibia load cell and the acceleration 
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of the Mil-Lx hindfoot to estimate the plantar force in the Mil-Lx (Eqn. 7.1), the resulting 

forces and impulses for the matched pair tests were again compared (Figure 7.15). 

 
Fplantar = FLower Tibia + mfootafoot Eqn. 7.1 

 
 

 

Figure 7.14. Comparison of Mil-Lx tibia and hindfoot accelerations showing that the plantar 
force can be estimated by compensating for the mass distal to the lower tibia load cell. The 
sample trace provided is from Test 18, however all test cases showed similar results. 

  
 
 Peak estimated Mil-Lx footplate forces were consistently higher than footplate forces 

estimated using the FE model for the PMHS tests. Timing of the estimated forces showed the 

estimated Mil-Lx forces peaking and relaxing before the peak PMHS footplate force was 

reached. This phenomena is likely due to the overall compliance of the Mil-Lx tibia being less 

stiff than the PMHS and having a different mass distribution. Since a majority of the mass of 
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the Mil-Lx leg is located distal of the compliant element it is reasonable for Mil-Lx footplate 

force to be higher than for the human leg in which only the foot mass is distal to the most 

compliant region (the ankle). The difference in compliance between the ankle and the Mil-

Lx tibia compliant element yields the dissimilarity in force relaxation as well. 

 

 

 

Figure 7.15. Comparison of estimated plantar force for the Mil-Lx and PMHS plantar force 
estimated using the human FE model. 

 
 The results presented for these experimental Mil-Lx tests show that the Mil-Lx tibia 

acceleration is actually more representative of the foot acceleration than the tibia 

acceleration as measured in the PMHS. Again, this is due to the location of the tibia compliant 

puck. To be more representative of the human leg, the Mil-lx compliant element should be 

placed distal of the tibia accelerometer and tibia shaft mass to represent the ankle 
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compliance. Moving the location of the compliant element would also more correctly model 

the mass distribution of the human leg. A previous matched pair study using whole body 

PMHS exposed to simulated UBB loads and a Hybrid-III ATD outfitted with a Hybrid-III and 

Mil-Lx leg showed further evidence of this discrepancy between Mil-Lx and PMHS tibia 

acceleration.11 This study showed that for a booted test condition, the PMHS tibia SAE-z 

acceleration was overestimated by the Mil-Lx. Corridors comparing results from these tests 

are provided in Figure 7.16 and Figure 7.17 for low and high acceleration test conditions, 

respectively. 

 

 

Figure 7.16. Tibia SAE-z acceleration comparison for low condition (4.6-6.5 m s-1) 
whole body matched pair tests reproduced from Bailey et al. (2015).11 
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Figure 7.17. Tibia SAE-z acceleration comparison for high condition (8.8-10.8 m s-1) 
whole body matched pair tests reproduced from Bailey et al. (2015).11 

 

 These results, in combination with previous comparisons of PMHS and Mil-Lx response, 

suggest that major changes be made to the Mil-Lx design in order to correctly mimic the 

behavior of the human leg. In summary, the position and stiffness of the tibia compliant 

element prevent the leg from producing biofidelic responses at the level of the foot and ankle, 

despite similarities in the force response measured at the upper/proximal tibia. The 

comparison to the drop tower PMHS results provides an example of a test condition within 

the realm of UBB, but different from the 7 m-s-1 condition for which the Mil-Lx response was 

initially designed to match. The inability of the Mil-Lx to match this condition and its failure 

to allow for a biofidelic estimation of PMHS plantar force established the need to explore 
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options for improving the biofidelity of the ATD without further experimentation at different 

loading rates/frequencies. 

 MATLAB was used to examine the frequency response of the human leg compared to the 

Mil-Lx. Bode diagrams for the experimental Mil-Lx and PMHS drop tower tests further 

emphasize the phasing caused by the compression of the tibia compliant element. Figure 

7.18 shows the frequency diagrams for the 2-pole transfer function between the footplate 

and proximal tibia accelerations, and Figure 7.19 shows Bode plots for the 2-pole transfer 

function between footplate acceleration and proximal tibia force. The shape of the magnitude 

Bode plot for the PMHS tests indicates larger system damping than in the Mil-Lx. The plot 

also indicates that the natural frequency of the PMHS is greater than that of the Mil-Lx, which 

implies that while the Mil-Lx has less damping than the PMHS, it is generally more compliant 

than the PMHS. These systematic differences between the Mil-Lx and PMHS imply that a 

transfer function must be used to predict the response of the human leg using the current 

ATD design for the range of loading frequencies other than those for which it was designed. 
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Figure 7.18. Bode diagram for the sub-injurious drop tower conditions and the Mil-Lx tests 
for the same input conditions assuming a 2-pole transfer function for footplate versus 
proximal tibia acceleration. 

 

 

Figure 7.19. Bode diagram for the sub-injurious drop tower conditions and the Mil-Lx 
tests for the same input conditions assuming a 2-pole transfer function for footplate 
versus proximal tibia force. 
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 The differences in the frequency response of the Mil-Lx and human legs are not 

surprising considering the difference in mass distribution and the large compliance in the 

Mil-Lx leg provided by the tibia compliant element. The next sections of this chapter focus 

on minimizing the difference in response of the ATD and human leg using a lumped mass 

model. 

7.3 Lumped Mass Model as a Tool for ATD Design 
Given that the Mil-Lx design has been tuned for a limited set of loading conditions, it is 

necessary to determine whether the Mil-Lx’s segmented design can provide a biofidelic 

response when exposed to other loading conditions and when injury mitigation is used. The 

response of the Mil-Lx leg is primarily controlled by the material properties of the heel pad 

and the compliant element located between the upper and lower tibia load cells.134  The goal 

of this part of the dissertation was to use a dynamic model of the Mil-Lx to optimize the 

biofidelity of the current design of the Mil-Lx at both the plantar surface of the foot and 

proximal tibia for various loading frequencies so that it may be used to more accurately 

assess injury probability using the injury criterion developed as part of this dissertation. 

 Having discussed the shortcomings of the current configuration of the Mil-Lx, the next 

step was to determine whether the segmented design of the Mil-Lx is capable of providing 

biofidelic forces across the rates for which the injury criterion was developed. In Chapter 5, 

it was demonstrated that a second-order LMM is capable of modeling the response of the leg 

to axial impacts ranging from 5 to 90 ms in force duration, with impact velocities of 3.4 to 

11.2 m-s-1. 

 The structure of the Mil-Lx lends itself well to being modeled as a LMM because of its 

segmented structure. Similar to the way the MDOF LMM of the leg was divided, the Mil-Lx’s 
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foot may be represented by a mass. However, because of the lack of compliance built into the 

ankle joint of the Mil-Lx additional mass from the tibia shaft must also be included with the 

foot mass. The remainder of the tibia mass and the knee joint may be grouped into a second 

mass in the LMM, separated from the first mass by a spring and damper. Thus, a 2-DOF model 

(Figure 7.20) may be used to represent the current design of the Mil-Lx. While the different 

mass distribution in the Mil-Lx compared to the human leg complicates the relationship 

between the human LMM and the Mil-Lx LMM, this LMM design still allows the prediction of 

the footplate force using the lower tibia force. The advantage of this model design will be 

discussed in more detail in Section 7.6. 

 

 

Figure 7.20. Lumped-mass model of the Mil-Lx which assumes no ankle compliance 

 
 Ideally, an ATD with the same characteristics as the optimized LMM of the human leg 

would provide the best results in terms of matching the response of the human leg. Despite 

the fact that the mass distribution of the human leg and Mil-Lx leg are different because of 
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the placement of the tibia compliant element in the Mil-Lx, a LMM may still be used as a tool 

for optimizing the biofidelity of the current Mil-Lx design without making major changes to 

its structure. Thus, the model in Figure 7.20, which most closely represents the structure of 

the Mil-Lx, was used to identify the characteristics (ki, ci) of the compliant materials in the 

Mil-Lx necessary to improve Mil-Lx biofidelity. The mass for the Mil-Lx LMM was distributed 

such that m1 includes the mass of the foot (mfoot), ankle assembly (mankle), lower tibia load 

cell (mLTLC), skin (mskin), and half the mass of the tibia compliant element assembly mTCE. The 

other half of the tibia compliant element assembly, upper tibia load cell (mUTLC), and knee 

mount (mknee) are included in m2 (Eqn. 7.2, Eqn. 7.3). 

𝐦𝟏 = 𝐦𝐟𝐨𝐨𝐭 + 𝐦𝐚𝐧𝐤𝐥𝐞 + 𝐦𝐋𝐓𝐋𝐂 + 𝟎. 𝟓 ∗ 𝐦𝐓𝐂𝐄 + 𝟎. 𝟓 ∗ 𝐦𝐬𝐤𝐢𝐧 Eqn. 7.2 

𝐦𝟐 = 𝐦𝐤𝐧𝐞𝐞 + 𝐦𝐔𝐓𝐋𝐂 + 𝟎. 𝟓 ∗ 𝐦𝐓𝐂𝐄 + 𝟎. 𝟓 ∗ 𝐦𝐬𝐤𝐢𝐧 Eqn. 7.3 

  
 The same optimization methodology used for identifying the parameters of the human 

LMM (Chapter 5) was used to identify k1, k2, c1, and c2 such that the sum of the CORA score 

for the calculated Mil-Lx upper tibia force and the average PMHS proximal tibia force, and 

the CORA score for the calculated Mil-Lx footplate force and average PMHS footplate force 

was maximized across the average inputs from each input condition (Eqn. 7.4-Eqn. 7.6). 

Footplate force in the LMM was assumed equivalent to the force generated by the spring and 

dashpot between the input displacement and the foot mass (m1). Proximal tibia force in the 

LMM, corresponding to upper tibia force in the Mil-Lx, was calculated using the acceleration 

of m2 and the mass above the upper tibia load cell (7.314 kg) which consisted of the leg 

bracket, mounting plate, and half of the mass of the upper tibia load cell. The same group of 
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human leg FE simulation results was used for the optimization, which spanned sinusoidal 

acceleration frequencies of 5 to 200 Hz. 

𝐎𝐛𝐣𝐞𝐜𝐭𝐢𝐯𝐞 𝐅𝐮𝐧𝐜𝐭𝐢𝐨𝐧 = 𝐦𝐚𝐱 [∑ (∑ 𝐂𝐎𝐑𝐀𝐡

𝐧

𝐡=𝟏

)
𝐣

𝐦

𝐣=𝟏

] Eqn. 7.4 

𝐂𝐎𝐑𝐀𝟏 = 𝐟[𝐜𝟏(�̇�𝟏 − �̇�𝟎) + 𝐤𝟏(𝐳𝟏−𝐳𝟎), ( 𝐅𝐟𝐨𝐨𝐭𝐩𝐥𝐚𝐭𝐞)
𝐏𝐌𝐇𝐒

] Eqn. 7.5 

𝐂𝐎𝐑𝐀𝟐 = 𝐟[�̈�𝟐(𝟕. 𝟑𝟏𝟒 𝐤𝐠), ( 𝐅𝐏𝐫𝐨𝐱 𝐓𝐢𝐛𝐢𝐚)𝐏𝐌𝐇𝐒] Eqn. 7.6 

 

 The first set of model parameters presented below in Table 7.2 were estimated by 

optimizing the objective function consisting of the equally weighted sum of footplate and 

proximal tibia force weighted CORA scores for all input conditions used in the FE parametric 

study. Masses were fixed for the optimization and were based on the mass distal and 

proximal to the compliant element. The stiffness of k1, representing the heel pad, was 

significantly higher than that estimated for the compliant element. Though the model was 

able to provide a good fit (CORA>0.8) of the human FE model data for one of the two force 

locations in most cases, particularly frequencies ranging from 5-62 Hz, both forces were not 

accurately predicted by the model, which was one of the goals for improving the design of 

the Mil-Lx. Figure 7.21 shows the LMM force response compared to the human FE model 

response along with CORA scores for each input condition. 
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Table 7.2. Optimized parameter values for a LMM representing the Mil-Lx based on a 
fit of the force response of the human FE model for each of the input conditions used 
in the FE parametric study. 

i mi (kg) ki (kN m-1) ci (Ns m-1) 
1 3.245 1251.9 127.4 
2 9.300 2315.1 497.1 

 
 One observation for the response of the Mil-Lx based LMM is that it tended to provide a 

better fit of the human FE leg footplate force for lower frequencies (5-150 Hz), for which the 

average CORA score was 0.95. The CORA scores for proximal tibia force increased for higher 

frequencies, though the LMM was unable to provide a good fit for either force for the 100g, 

2 m-s-1 condition. Average CORA score for proximal tibia force was highest among the 

loading frequencies ranging from 78-195 (avg. CORA=0.91), but was only 0.75 for 

frequencies less than 78 Hz. 

 

 

 

 

 

 

 

 



343 
 

  

 

Figure 7.21. Summary of CORA scores for the Mil-Lx LMM optimized using the input 
conditions from the FE parametric study compared to the human FE model force response 
at the footplate (FP FZ) and the proximal tibia (PT FZ). LMM parameters are described in 
Table 7.2. Input conditions are ordered from low to high frequency moving from left to 
right. 

  
 Having observed that the Mil-Lx based LMM was unable to model the response of the 

human leg for the entire range of input conditions, the range of frequencies used to fit the 

LMM was reduced in order to potentially improve the fit for a smaller range of frequencies. 
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A second set of model parameters (presented below in Table 7.3) were estimated using only 

the high frequency (>100 Hz) input conditions to train the model and using an equal 

weighting of footplate and proximal tibia force CORA scores in the objective function. Masses 

were fixed for the optimization and were again based on the mass distal and proximal to the 

compliant element. Weighted overall CORA scores for the footplate force and proximal tibia 

forces are presented in Figure 7.22. 

 

Table 7.3. Parameters for a LMM representing the Mil-Lx based on a fit of 
the high frequency (97.6-390 Hz) force response of the human FE model. 

I mi (kg) ki (kN m-1) ci (Ns m-1) 
1 3.245 1122.2 78.1 
2 9.300 4326.5 256.4 

 
 
 The average CORA score for the footplate force was 0.89 for the input conditions with 

frequencies greater than 100 Hz, but only 0.70 for frequencies below 100 Hz. Optimizing 

the model over a smaller range of frequencies increased the fit of the footplate and 

proximal tibia forces from average CORA scores of 0.86 and 0.89 to 0.89 and 0.90, 

respectively, compared to the model described by Table 7.2. As expected, the fit for the 

loading frequencies less than 100 Hz decreased from average CORA scores for footplate 

and proximal tibia forces from 0.95 and 0.77 to 0.89 and 0.70, respectively. Optimizing over 

this smaller range of frequencies, however, did provide a statistically significant 

improvement in model fit for the smaller range of frequencies based on a t-test between 

the average CORA scores for the footplate (p=0.39) or for proximal tibia forces (p=0.16). 
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Figure 7.22. Summary of CORA scores for the Mil-Lx LMM optimized using the high 
frequency input conditions compared to the human FE model force response at the 
footplate (FP FZ) and the proximal tibia (PT FZ). LMM parameters are described in Table 
7.3. 

 

 Next, a new set of LMM parameters were identified using only loading frequencies less 

than 100 Hz to fit the model parameters. This set of model parameters is presented below in 

Table 7.4, and was generated in order to compare the model’s tendency to fit human 

response for low versus high frequency loads. If the model fit improved significantly for the 
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lower frequency fit, then it may be hypothesized that a more complex model must be used 

to capture the response of the leg for higher loading frequencies.  

 

Table 7.4. Optimized parameter values for a LMM representing the Mil-Lx based 
on a fit of the low frequency (5.0-97.6 Hz) force response of the human FE model.  

i mi (kg) ki (kN m-1) ci (Ns m-1) 
1 3.245 1460.0 492.8 
2 9.300 5638.8 571.3 

 
 For the loading frequencies less than 100 Hz, the fit of the LMM footplate forces 

significantly improved (0.76 to 0.86), but the fit of the proximal tibia forces significantly 

(p=0.002) decreased from an average CORA score of 0.95 to 0.86. From an overall 

standpoint, decreasing the range of frequencies used to fit the model did not provide an 

advantage over the first model, which provided a slightly worse fit over twice the range of 

loading frequencies. 

 From this exercise, it seems that the current mass distribution of the Mil-Lx is 

predisposed to provide a better estimate of footplate force for low loading frequencies, and 

a better estimate of proximal tibia force for higher frequency loads. This is likely due to the 

fact that as the human leg is impacted, the mass of the foot is readily recruited, but the 

compliance in the ankle joint delays the recruitment of the tibia mass until a larger 

displacement is reached. In the case of the Mil-Lx mass distribution, there is a larger mass 

distal of the compliant element, which is recruited along with the foot mass. At high loading 

frequencies, the Mil-Lx LMM recruits a much larger mass than the human leg, leading to 

inaccurate footplate forces. At lower frequencies, with larger footplate displacements, both 

masses are recruited, but the LMM proximal tibia force is less than the human proximal tibia 



347 
 

force since there is less mass reacting against the compliant element than reacts against the 

ankle compliance in the human leg. 

 

  

 

Figure 7.23. Summary of CORA scores for the Mil-Lx LMM optimized using the low 
frequency input conditions compared to the human FE model force response at the 
footplate (FP FZ) and the proximal tibia (PT FZ). LMM parameters are described in Table 
7.4. 

 

 Because of the difficulty fitting both the footplate and proximal tibia forces, the objective 

function was then weighted toward maximizing the CORA score for the footplate force. The 
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footplate force CORA score was given a weight of 3 times the weight of the proximal tibia 

force CORA score, and the optimization was performed using all 28 input conditions. For this 

model, it was assumed that the Mil-Lx flesh mass was divided evenly between m1 and m2. 

Not surprisingly, this model provided the best fit of footplate force, with the weighted overall 

CORA score being greater than 0.8 for all except four conditions, which had frequencies of 

greater than 195 Hz. Since the goal was to provide accurate injury prediction for frequencies 

of 5-200 Hz, this simplified formulation of the Mil-Lx would nearly fulfill these requirements. 

 

Table 7.5. Parameter values for a LMM representing the Mil-Lx optimized to fit the force 
response of the human FE model and weighted toward matching the footplate force 
response for all 28 inputs. 

i mi (kg) ki (kN m-1) ci (Ns m-1) 
1 3.245 1292.1 37.3 
2 9.300 258.03 643.5 

 

 The parameters summarized in Table 7.5 provide an improvement in the fit of the 

footplate force compared to the previous models. The average CORA score for the footplate 

force was 0.92 for the entire set of loading conditions, and 0.94 for the conditions with 

frequencies ranging from 5-195 Hz. Plantar force average CORA score was 0.84 for the same 

range of frequencies. Both footplate and proximal tibia force CORA scores were above 0.8 for 

the set of inputs with frequencies ranging from 31-130 Hz. As with the first set of optimized 

parameters, proximal tibia force was underestimated for the low frequency inputs. 

 The parameters for k1 and c1 are similar to those estimated for the model based on the 

human leg mass distribution. The k2 value, however, was approximately a quarter of the 

stiffness associated with the human leg LMM. This difference in the stiffness of k2 was 

necessary to provide the same proximal tibia force response because of the difference in the 
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mass distribution between the human and Mil-Lx legs. Again, this highlights the fact that the 

tibia compliant element should be moved to a more distal location in order to represent 

ankle compliance since the human tibia is much stiffer than the ankle joint. 

  

 

Figure 7.24. Summary of CORA scores for the Mil-Lx LMM optimized using all 28 input 
conditions compared to the human FE model force response at the footplate (FP FZ) and 
the proximal tibia (PT FZ). LMM parameters are described in Table 7.5. The objective 
function for this optimization was based on matching footplate force only. 

 

 The results of the comparison of LMM response to PMHS response show that while the 
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measurements, if the Mil-Lx were modified to match the compliances of the LMM it may 

provide a more biofidelic response for plantar force in order to be used with the proposed 

force and impulse-based injury criterion. Based on the LMM analysis, it seems that producing 

biofidelic plantar and proximal tibia forces for the entire range of impact conditions used is 

beyond of the abilities of the current configuration of the Mil-Lx because of the placement of 

the compliant puck. The larger mass located distal to the compliant element leads to different 

patterns of double hits compared to the human leg. Other potential configurations of springs 

and dashpots may be used to model different material properties in the Mil-Lx, but for 

simplification purposes, these were not considered in this preliminary effort to model the 

Mil-Lx. 

 Results of this preliminary LMM analysis suggest that the current Mil-Lx design can only 

provide a good fit of one of the two forces across footplate acceleration durations of 2.5-100 

ms. The current configuration should be able to provide accurate results for both proximal 

tibia and footplate force for durations ranging from 3.8-16 ms. The following section will 

utilize a finite element model of the Mil-Lx to perform as similar study to attempt to increase 

the range of frequencies for which the Mil-Lx can provide biofidelic plantar and proximal 

tibia forces. 

7.4 Finite Element Model of the Mil-LX 
 The previous section demonstrated that there are inconsistencies between the human 

and Mil-lx force response. To better understand the differences between the human leg and 

the Mil-Lx for a larger range of load durations, a finite element model of the Mil-Lx was 

utilized. A NASTRAN axisymmetric Mil-Lx model developed by Newell et al. was translated 

into a 3-dimensional model in LS-Dyna V971 R6.1.1 (LSTC, Livermore, CA) (Figure 7.25).148 
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The model consisted of five materials, including three hyper-elastic rubber materials and 

two elastic materials.  

 Several modifications were made to the Newell et al. model. First, the model geometry 

was re-meshed to incorporate smooth transitions between cylindrical parts and improve 

mesh quality using Hypermesh (Altair, Troy, MI). Secondly, the full geometry of the foot and 

ankle was added to the model. The geometry from the LSTC Hybrid-III leg was sectioned 

proximal to the lower tibia load cell and added to the model. The Mil-Lx ankle, modeled as a 

single part in the Newell et al. model, was modeled using a spherical joint between the ankle 

shaft and the steel portion of the lower tibia shaft. The rotational stiffnesses and damping as 

well as the joint stops were defined using the same criteria as are used for the Hybrid-III 

ankle (Table 7.6). Since the foot and ankle structure of the Hybrid-III was reused in the Mil-

Lx design, this was considered a valid approach to improving the Newell et al. model of the 

Mil-Lx. Lastly, the mass of the leg flesh was added by increasing the density of the aluminum 

tibia shaft and the steel portion above the upper tibia load cell since this mass was omitted 

from the Newell et al. model. 

Table 7.6. Specifications for the spherical ankle joint including stiffness, damping, and stop 
angle. 
Joint Axis X Y Z 
Joint Stiffness (kN-rad-1) 500.00 500.000 500.000 
Joint Damping (kN-rad-1ms-1) 1.44 1.36 1.36 
Stop Angle (rad) ±45.00 ±23.00 ±23.00 

 

 Mesh density of the foot flesh and heel pad was increased because of the proximity to the 

application of the load and because of the potential for large deformations in these materials. 

Overall mesh density of the model was increased from the original Newell et al. model and 

mesh quality was improved by using a consistent mesh throughout the cylindrical portion of 
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the model. To ensure that mesh density did not affect the results of the model, the mesh 

density was doubled and compared against the less-dense modified mesh. Less than a 3 

percent difference was noted for the peak upper tibia force and the peak footplate force for 

the two models when subjected to a prescribed footplate acceleration of 500g with a peak 

velocity of 10 m-s-1. 

 The modified model (Figure 7.25) is comprised of 16 parts, 114,148 elements, with a total 

mass of 5.21 kg for the leg, not including the mass of the knee bracket, which was lumped 

into the mass of the mounting block. For replication of experimental boundary conditions, 

the Mil-Lx model was incorporated into a model which included a rigid impacting plate (50 

kg), and a reaction mass consisting of a rectangular mounting block which included the mass 

of the experimental mounting block (1.88 kg), plus the mass of the Mil-Lx knee bracket (0.22 

kg), and a reaction plate (5.8 kg). 

      

Figure 7.25. Three-dimensional LS-Dyna finite element model of the Mil-Lx ATD leg 
adapted from the NASTRAN model developed by Newell et al. The figure on the left 
shows the re-meshed axisymmetric model with the original geometry from Newell et al., 
and the figure on the right shows the final modified Mil-Lx model for which the geometry 
of the foot was added.148 
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 The masses of individual parts of the model compared to the masses measured from the 

physical Mil-Lx leg are shown in Table 7.7. Parts which included the mass of the leg skin are 

indicated. The mass was divided such that half of the mass was located distal to the upper 

tibia load cell and half was located proximal to the upper tibia load cell. A sensitivity study 

was performed to show the effect of this assumption of mass distribution. Since the Mil-Lx 

leg was not completely disassembled, the total mass of the foot and compliant element 

assembly are reported rather than individual pieces. The density of the mounting block 

which was used in the experimental Mil-Lx drop tower tests was increased slightly to 

account for the mass of the knee mount bracket which was not explicitly modeled. Upper and 

lower tibia load cells were incorporated using DATABASE_CROSS_SECTION_SET, and contact 

force between the foot flesh and impactor plate was used to estimate plantar or footplate 

force in the model. 

 Original material properties for the Newell et al. Mil-Lx FE model are provided in Table 

7.8 for the Mooney-Rivlin strain energy density (Eqn. 7.7) and relaxation (Eqn. 7.8) 

functions. Since the Hyper-elastic material model which incorporates relaxation uses a 

different formulation than the material model from NASTRAN, the stress-strain and 

relaxation curves provided in Newell’s dissertation were used to generate the material 

parameters for the form used in LS-Dyna. The LS-Dyna material model parameters are 

summarized in Table 7.9. 
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Table 7.7. Mil-Lx FE model part masses compared to actual part masses 

Part FE Mass Physical Mass Material 
Impactor 49.832 50 Aluminum 
Base Plate 5.795 5.8 Aluminum 
Aluminum Tibia 0.834* 0.413 Aluminum 
Steel Lower Tibia 1.262#* 1.157# Steel 
Upper Aluminum 0.060 

0.442 
Aluminum 

Aluminum Inner Pin 0.159 Aluminum 
Compliant Element 0.121 CE Rubber 
Steel Upper 0.463 0.463 Steel 

Foot Heel Pad 0.030 0.030 Heel Pad 
Rubber 

Foot Foam 0.767 

1.119 

Foot Rubber 
Foot Skin Upper 0.032 Foot Rubber 
Foot Plate 0.202 Steel 
Foot Cylinder 0.173 Steel 
Ankle Shaft 0.054 Steel 
Skin - 1.053 N/A 
Pot 2.610# 1.860 N/A 
Knee Bracket 0.223 N/A 
Total Mass 12.562 12.560  
# Includes mass of the lower tibia load cell 
* Includes part of the mass of the leg skin (50% tibia, 50% pot) 
-CE=compliant element 

 

W = ∑ ∑ cmn(I1 − 3)m
N

n=0

(I2 − 3)n
N

m=0

 Eqn. 7.7 

  

R(t) = 1 − ∑ δn[1 − e(−t
λn

⁄ )]
N

n=1

 Eqn. 7.8 
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Table 7.8. Material parameters for the rubber materials in the Mil-Lx used in the Newell et 
al. Mil-Lx FE model developed by Newell et al.148 

Hyper-elastic Coefficients 
Parameter (MPa) Heel Pad Foot Rubber Compliant Element  

C10 1.934 0.029 3.181 
C01 -0.915 -0.011 0.000 
C11 -1.613 -2.067 0.000 
C20 2.373 3.017 -0.307 
C30 0.446 0.523 0.090 

Relaxation Parameters 
n λ (s) δ λ (s) δ λ (s) δ 
1 0.120 0.214 0.0949 0.218 0.072 0.214 
2 1.96 0.149 1.29 0.168 0.657 0.137 
3 23.1 0.147 16.20 0.157 4.500 0.127 

Density (g-cm-3) 1.08 1.15 1.25 
 

 The *Mat_Hyperelastic_Rubber material card was first used to generate coefficients for 

hyper-elastic material models, but yielded coefficients which produced unstable results. 

Next, the *Mat_Ogden_Rubber material card was used to fit the model parameters using the 

stress-strain and relaxation curves for the materials. Up to three sets of coefficients (α, μ) 

were fit for each material, and the fits were compared and are shown in Figure 7.26. The 

number of parameters for the models was selected based on the assessment of stability of 

the model, as well as the root mean squared error (RMSE) of the model fit to the 

experimental stress-strain data are provided in Table 7.9. Relaxation parameters were also 

fit to the data using the guidance provided by Newell’s dissertation, and are shown in Table 

7.9. 
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Table 7.9. Material parameters for the rubber materials used in the LS-Dyna Mil-Lx FE 
model using *Mat_Ogden_Rubber. 

Hyper-elastic Coefficients 
 Heel Pad Foot Rubber Compliant Element  
i μ i (ms-1) α i (MPa) μ i (ms-1) α i (MPa) μ i (ms-1) α i (MPa) 
1 1.83e-3 2.84 8.47e-3 5.34 1.92e-1 1.92e-2 
2 1.10e-5 10.53 -9.69e-3 4.47 2.09e-4 5.06 
3       

Relaxation Parameters 
 Heel Pad Foot Rubber Compliant Element  
i βi (ms-1) Gi (MPa) βi (ms-1) Gi (MPa) βi (ms-1) Gi (MPa) 
1 0.00 4.55e-3 0.00 2.86e-3 0.00 1.13e-2 
2 0.10 0.00 0.10 0.00 0.10 0.000 
3 1.00 3.22e-3 1.00 2.03e-3 1.00 8.09e-3 

Density (g-cm-3) 1.08 1.15 1.25 
 
 

 

Figure 7.26. LS-Dyna material model fits compared to the experimental response of the Mil-Lx 
rubber from Newell et al.148 
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 Equations for the strain energy density (W) and relaxation (g) as defined in the LS Dyna 

User’s Manual for the Ogden Rubber material card are provided in Eqn. 7.9 and Eqn. 7.10, 

respectively.92  

 

W = ∑ ∑
𝜇𝑖

𝛼𝑗
(𝜆𝑖

𝛼𝑗 − 1) +
n

j=1

𝐾(J − 1 − ln (J))
3

i=1

 Eqn. 7.9 

  

g(t) = ∑ Gie(−βit)
N

i=1

 Eqn. 7.10 

 
 
 A combination of Automatic_Surface_to_Surface and Tied_Nodes_to_Surface contacts 

were used in the model to interface between different model parts. Guidance for the type of 

contact was taken from Newell’s dissertation where contacts were described as either 

“touching” or “glued.” Tied contacts were placed between the structures that were 

designated as “glued” and automatic contacts were placed between other structures (Figure 

7.27).  
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Figure 7.27. Diagram summarizing the location of different contact 
types used in the Mil-Lx model.   

7.4.1 Benchmarking Mil-Lx FE Model Response 
 The LS-Dyna Mil-Lx model was then benchmarked using available test data from the tests 

described in Section 7.2.2. The experimental drop tower tests were simulated using the Mil-

Lx FE model by prescribing footplate acceleration in order to benchmark the model’s 

response to vertical impact loading. Figure 7.28 shows the response of the Mil-Lx FE model 

compared to the experimental results for displacements of the proximal tibia and tibia shaft 

as well as upper and lower tibia forces. 
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Figure 7.28. Mil-Lx experimental versus FE model response for the drop tower MLX 17 test 
condition. Displacements are shown on the left and forces for upper and lower tibia are shown 
on the right. 

 

 CORA scores were calculated for upper and lower tibia forces comparing the model and 

the experimental results to quantify the accuracy of the FE model. These scores are provided 

in Table 7.10. Scores were highest for the upper and lower tibia forces. The Mil-Lx model 

demonstrated excellent ability to replicate the force loading phase, however, the FE model 
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tibia compliant element relaxed faster than for the actual Mil-Lx. This caused slightly 

inaccurate behavior of the relaxation of the upper and lower tibia forces. The weighted 

overall CORA score for the loading portion of the time-history was 0.90 compared to 0.75 for 

the unloading portion. Displacements for the tibia shaft and proximal tibia pot were also 

compared using CORA as a method of ensuring that the model’s materials were behaving as 

expected in the overall model. These CORA scores were greater than 0.825, which was 

considered satisfactory for the model considering that the displacements were calculated 

using the accelerometer data from the experimental tests. Again, the relaxation 

characteristics of the materials, particularly the tibia compliant element, affected the overall 

performance of the model. Despite the shortcomings in terms of relaxation, the model was 

deemed acceptable for use in later simulations because of its ability to accurately predict the 

loading phase and the peak forces in the tibia, which is of particular interest in terms of 

predicting injury risk using the proposed injury risk function. 

 

Table 7.10. Summary of average CORA scores for comparison of FE and experimental Mil-
Lx forces and displacements. 

Mil-Lx Upper Tibia Force 
Test Condition Phase Magnitude Progression Overall Weighted 

Overall 
Upper Tibia Force 0.836 0.946 0.997 0.926 0.954 
Lower Tibia Force 0.964 0.995 0.983 0.980 0.993 
Tibia 
Displacement 

1.000 0.792 1.000 0.930 0.825 

Proximal Pot Disp. 1.000 0.853 0.998 0.950 0.876 
 

 Having demonstrated the Mil-Lx FE model’s ability to match the displacement and force 

behavior of the Mil-Lx for the drop tower conditions, the next step was to assess its ability to 

match the forces in the human leg for the range of loading conditions applicable to UBB and 
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AI. To better understand the range of loading frequencies for which the Mil-Lx leg provides 

biofidelic responses, the Mil-Lx finite element model proximal tibia force and footplate force 

were compared to the force response of the previously-validated UVA human leg model.78 

The Mil-Lx model was subjected to footplate acceleration inputs matching those from the 

parametric study performed using the human FE model. Human and Mil-Lx FE model forces 

at the proximal tibia and footplate were then compared using the weighted overall CORA 

score. 
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Figure 7.29. Mil-Lx FE model response compared to human leg FE model response for select 
conditions from the parametric study. 
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 The FE model comparison showed that the Mil-Lx was unable to match the human FE 

model response for both footplate and proximal tibia forces. In all cases, the Mil-Lx upper 

tibia force lagged behind the human proximal tibia force because of the compression of the 

compliant element in the Mil-Lx tibia. For some of the higher velocity test conditions, the 

lower tibia force magnitude and shape reasonably matched the human tibia force, though a 

phase shift was present. Because of the obvious phase shift between the Mil-Lx upper tibia 

force and the human tibia forces, the curves were shifted to align peak force before the CORA 

scores were calculated. 

 

 

Figure 7.30. CORA scores for Mil-Lx FE model response compared to human FE model 
response for sinusoidal acceleration pulses described by peak acceleration and peak velocity. 
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 Higher CORA scores were calculated for the load durations greater than 9.6 ms, though 

few scores exceeded 0.8. Surprisingly, CORA scores for plantar force were highest for loading 

durations less than 3.2 ms. Mid-tibia forces were severely under-predicted for this range of 

frequencies, with average CORA scores of less than 0.5. Overall, the original Mil-Lx model 

provided a poor fit of the human leg FE model forces in terms of CORA scores and was unable 

to produce biofidelic results at both the footplate and upper tibia.  

 

 

Figure 7.31. Peak force comparison for the plantar force and upper/mid-tibia force for 
the human FE model with element deletion (ED) compared to the Mil-Lx FE model. 

 
 Peak forces for the footplate, mid-tibia, and proximal tibia locations were tabulated and 

compared for the human leg FE model and the Mil-Lx FE model (Figure 7.31). Both CORA 

scores and peak forces showed that the Mil-Lx provides a poor estimation of human plantar 

and mid-tibia force across this spectrum of loading frequencies. For durations greater than 
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12.8 ms, the Mil-Lx provided a reasonable estimate of peak human mid-tibia force with an 

average error of 1.2 kN. Average error in mid-tibia force estimate increased to 8.3 kN for 

durations greater than 12.8 ms.  One important note is that the Mil-Lx was designed to match 

the mid-tibia force response for a single 7 m-s-1 loading condition. Subsequent benchmarking 

of the Mil-Lx was performed using PMHS data from unknown loading frequencies and using 

PMHS data for which fracture occurred. Though Figure 7.31 compares the Mil-Lx force to the 

forces from the human model with element deletion, it is likely that the post-fracture human 

model behavior is not correct. Regardless, the lack of fracture in the Mil-Lx should lead to 

higher forces measured in the Mil-Lx than the human, which is not the case for the input 

conditions shown in Figure 7.31. 

 

Figure 7.32. Probability of injury estimated using the force-impulse injury risk function and 
the forces and impulses estimated by the original Mil-Lx FE model and the human FE model 
with and without element deletion (ED). 
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 Probability of injury calculated using the force-impulse injury risk function for the Mil-

Lx model compared to the human FE model showed that the Mil-Lx provided a poor 

estimation of injury risk (Figure 7.32). This result was expected based on the fact that the 

plantar forces and impulses for the human leg were not accurately estimated by the Mil-Lx. 

No pattern was observed in terms of a frequency-dependence of the Mil-Lx’s ability to 

estimate injury risk. 

7.5 Optimization of Mil-Lx Biofidelity using Finite Element Modeling 
To improve the biofidelity of the Mil-Lx, the FE model was used to optimize the material 

properties of the ATD such that both plantar and proximal tibia force for the human could be 

predicted by the Mil-Lx. From the process of optimizing the performance of the LMM of the 

Mil-Lx, we see that there are obvious limitations in terms of the range of loading frequencies 

for which the Mil-Lx can provide a reasonable estimate of human response. Changing the 

configuration of the Mil-Lx so that the majority of the compliance of the leg is located near 

the foot and ankle could potentially improve the leg’s performance in terms of providing 

biofidelic force response at proximal and distal locations. Ideally, the mass and compliance 

distribution in the Mil-Lx should match that of the human leg, which is recommended for 

future design of ATD legs; however, fully redesigning an ATD is both financially expensive 

and time-consuming. Instead, the FE model will be used to determine the material properties 

for the tibia compliant element and heel pad such that the Mil-Lx can produce biofidelic 

forces at both the plantar surface of the foot (for using the proposed injury risk function) and 

also at the proximal tibia for an expanded range of loading frequencies. 

For this optimization, the parameters necessary for the FE model of the Mil-Lx to produce 

force responses to match the human FE model response were identified for five sine wave 
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acceleration inputs, equally spaced within the design space in terms of amplitude and 

frequency (Table 7.11). The optimization routine used methods similar to a study by Putnam 

et al., which used a combination of LS-Dyna and Isight optimization software in order to base 

model fit on CORA scores.169 Instead, a custom MATLAB script was written to interface with 

LS-Dyna to iteratively update material properties using a reduced gradient algorithm and 

simultaneously run Mil-Lx FE simulations on the Center for Applied Biomechanics 

computational cluster. Five input conditions were simulated using the Mil-Lx finite element 

model. LS-Prepost was then used to process plantar and upper tibia forces from each of the 

five models. Next, a Matlab function was used to calculate the CORA scores for each of the 

model forces compared to the human FE model forces for the same five conditions. The value 

of the objective function (Eqn. 7.12), which combined an evenly weighted sum of the CORA 

scores (Eqn. 7.11, Eqn. 4.1) for each condition was used with the fmincon algorithm in Matlab 

to generate a new set of material parameters for the next iteration (Figure 7.33).  

 
fi=0.5*CORA proximal tibia force + 0.5*CORA footplate force Eqn. 7.11 

𝐎𝐛𝐣𝐞𝐜𝐭𝐢𝐯𝐞 𝐅𝐮𝐧𝐜𝐭𝐢𝐨𝐧 = 𝐦𝐚𝐱 (∑ 𝐰𝐢𝐟𝐢

𝐧

𝐢=𝟏

) Eqn. 7.12 

∑ 𝐰𝐢

𝐧

𝐢=𝟏

= 𝟏 Eqn. 7.13 

n=# of test conditions used in the optimization  
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Figure 7.33. Schematic of Mil-Lx design optimization using an integration of 
MATLAB and LS-Dyna. 

 

Table 7.11. Description of the sinusoidal input pulses used to optimize the FE Mil-Lx model. 

Input Pulse ID Peak Acceleration (g) Frequency 
(Hz) 

Duration 
(ms) 

Pulse A 100 39.1 12.8 
Pulse B 100 156.2 3.2 
Pulse C 250 198.3 2.5 
Pulse D 250 58.6 8.5 
Pulse E 500 111.3 4.5 

 
 
 The LS-Dyna *Mat_Viscoelastic (006) material model was used for the optimization, with 

limits for the parameters G0, G∞, and β as described in Table 7.12. Eqn. 7.14 describes the 

shear relaxation behavior for the LS-Dyna material model, and the relationship of the three 

parameters. 

 

𝐺(𝑡) = 𝐺∞ + (𝐺0 − 𝐺∞)𝑒−𝛽𝑡 Eqn. 7.14 
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Table 7.12. Summary of *Mat_Viscoelastic material parameters and the ranges 
used for the FE optimization. 

Material 
G0 GI Beta 

(GPa) (GPa) (ms-1) 
Min Max Min Max Min max 

Compliant Element 1e-4 1e-2 1e-4 1e-2 1e-3 1e-2 
Heel Pad Rubber 1e-4 1e-2 1e-4 1e-2 1e-3 1e-2 

 
 The optimization resulted in the material parameters shown in Table 7.13. It should be 

noted that only the material properties for the heel pad and compliant element were altered 

during the optimization in order to minimize the cost of the changes to be made to the 

existing Mil-Lx design. The optimization code was run starting from four different initial 

parameter sets. Progress of the optimization was tracked using the value of the objective 

function compared to each set of model parameters tried by the optimization code.  

 

Table 7.13. Summary of *Mat_Viscoelastic optimized material parameters. 

Material Ro Bulk G0 GI Beta 
(kg-mm3) (GPa) (GPa) (GPa) (ms-1) 

Compliant Element 1.25e-6 2.80e-1 1.45e-2 6.00e-3 2.47e-2 
Heel Pad Rubber 1.08e-6 2.00e-1 9.40e-3 4.64e-3 4.06e-2 

 

 Force and impulse response of the optimized Mil-Lx model compared to human force and 

impulse responses are shown in Figure 7.35 for a low (50g, 10 m-s-1) and high (500g, 10 m-

s-1) frequency pulse and for the best fit condition (100g, 10 m-s-1). CORA scores comparing 

FE Mil-Lx and FE human responses calculated up to time of peak force for each of the 

conditions are summarized in Figure 7.34. The complete set of optimized Mil-Lx and human 

leg response plots are provided in Section 10.7. 
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Figure 7.34. Weighted Overall CORA scores comparing optimized Mil-Lx FE response to FE 
human leg response for each of the parametric study conditions within the range of 2-33 ms 
footplate acceleration duration. Test conditions are ordered from low to high frequency from 
left to right. 
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Figure 7.35. Comparison of human leg plantar force and impulse and optimized Mil-Lx 
plantar force and impulse from finite element models. Heel pad and tibia compliant 
element materials were replaced with the materials described in Table 7.13. 
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 The optimized Mil-Lx FE model produced a better fit of the human leg footplate force and 

impulse for the lower frequencies, and a better fit of the proximal tibia force for the higher 

frequencies. The average CORA score for the plantar force comparison was 0.48 for inputs 

with a duration less than 5 ms, and 0.78 for inputs with a duration greater than 5 ms. The 

inability to provide biofidelic forces at both locations can be explained by the mass 

distribution of the Mil-Lx. For higher loading frequencies with small footplate displacements, 

the load is concentrated near the foot and ankle for the human leg. Since a majority of the 

mass located in the human leg is proximal to the foot and ankle, the higher frequency inputs 

tend not to engage this mass because of the compliance of the ankle joint. For the Mil-Lx, the 

compliant element is located proximal to the bulk of the Mil-Lx mass, which causes this mass 

to be recruited by even the high loading frequencies with small footplate displacements 

because of the stiffness of the structure. This effect is observed in the high frequency 

conditions where double impacts occur between the plantar surface of the foot and the 

footplate (see Figure 7.36 and others plotted in the appendix for reference). These double 

impacts start to occur for durations around 6.4 ms according to the conditions used in the 

study. 
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Figure 7.36. High frequency test condition for which a double hit occurs between the footplate 
and plantar surface of the Mil-Lx foot. This effect is likely the result of the difference in mass 
distribution (caused by location of the compliant element) in the Mil-Lx. 

 
 Weighted CORA scores for Mil-Lx upper tibia force compared to human proximal tibia 

force were reasonable for acceleration durations greater than 3.3 ms, with an average 

weighted CORA score of 0.84 for durations greater than 3.3 ms and only 0.62 for durations 

less than 3.3 ms. The comparison of interest, however, is that of Mil-Lx upper tibia force 

compared to human mid-tibia force since this is the measurement for which McKay and Bir 

designed the original Mil-Lx. Figure 7.34 shows that lower weighted CORA scores are again 

associated with the higher loading frequencies. Examination of the plots provided in 

Appendix 10.7 show that these lower CORA scores may be due to the time-shift that is 

present due to the compression of the compliant element in the Mil-Lx tibia. Figure 7.37 

shows the weighted CORA scores calculated for the case where the curves were time-shifted 

so that peak forces aligned. This improved the average CORA score for the Mil-Lx upper tibia 

force compared to the human mid-tibia force from 0.63 to 0.82. Since only the peak upper 
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tibia loads are used by the McKay and Bir injury criterion, the phasing of the Mil-Lx force 

compared to the human force is unimportant for injury risk calculation in this case. Thus, the 

ability of the modified Mil-Lx model to produce high weighted CORA scores for the time-

shifted condition is acceptable. 

 

Figure 7.37. Weighted Overall CORA scores comparing optimized Mil-Lx FE response to 
shifted FE human leg response for each of the parametric study conditions within the range of 
acceleration durations from 1.9 to 33.3 ms. Time shift of the forces was determined by aligning 
peak forces. Test conditions are again ordered from low to high frequency from left to right. 

 
 Weighted CORA scores for Mil-Lx upper tibia force compared to human mid-tibia force 

averaged 0.82 across all loading conditions, with a slightly higher average for acceleration 

durations less than 5 ms compared to greater than 5 ms (0.83 compared to 0.81). Not 

surprisingly, the Mil-Lx lower tibia force compared to the human mid-tibia force produced 
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low CORA scores for the high frequency input conditions (CORA average 0.61 for durations 

less than 5 ms) since the lower tibia load cell is below the compliant puck. Higher CORA 

scores were observed for lower frequencies, with an average of 0.89. Again, this is due to the 

double peaks which occur for the higher frequency loads. 

 While CORA scores are helpful in terms of quantifying the ability of the optimized Mil-Lx 

to match the response of the human leg, perhaps it is more important to quantify the ability 

of the optimized Mil-Lx to predict injury. Peak force for each of the Mil-Lx simulations was 

recorded and compared to those from the human FE model both with and without element 

deletion. For the element deletion (ED) cases, the force at “fracture” and peak forces were 

recorded. 

 Significant differences existed between the peak plantar forces and plantar impulse at 

peak force for the human and Mil-Lx. The greatest difference in peak plantar force (7.1 kN) 

between the Mil-Lx and human response without element deletion occurred for the 500g, 14 

m-s-1 condition. For the element deletion case, the greatest peak force difference was 10.8 

kN for the 250g, 8 m-s-1 condition.  Unlike the comparison between the Mil-Lx and the human 

model without element deletion, in the second case, the Mil-Lx force is greater than the force 

from the human model with element deletion. Again, it is important to acknowledge that the 

element deletion case may not necessarily represent the response of the human leg for which 

fracture has occurred, though it is reasonable to assume that a lower peak force would be 

measured for the case in which fracture occurs in the human leg. In most cases, Mil-Lx peak 

plantar force was greater than that measured in the element deletion FE model for the 

human leg; exceptions occurred for some of the cases for which a double peak in the plantar 

force was observed. 
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Figure 7.38. Peak plantar force (top) and plantar impulse at time of peak plantar force 
(bottom) are shown for the human and optimized Mil-Lx FE models for the conditions used 
for the human model parametric study. Note that input conditions are ordered from low 
to high frequency (left to right) and ED denotes the case where element deletion was 
turned on for the FE model. 
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 A more useful comparison of the Mil-Lx and human response is that of injury prediction 

capability. While the previous comparison of Mil-Lx upper tibia force to human mid- and 

proximal tibia force showed that it may still be possible to use the McKay and Bir injury 

criterion with the optimized version of the Mil-Lx, the purpose of modifying the Mil-Lx design 

was to be able to use it to predict injury probability as defined the proposed force-impulse 

injury risk function. Using the peak plantar forces and impulse at peak force predicted by the 

Mil-Lx and human FE models, probability of injury was estimated for each input condition 

using the proposed force-impulse injury risk function. The average age of the United States 

enlisted military population, 27 years, was used as the age for the injury risk function.205  

Figure 7.39 summarizes the results of these calculations. Test conditions which did not 

produce fracture in the human FE model are denoted using an asterisk. 
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Figure 7.39. Probability of injury calculated using the proposed injury risk function is 
shown for the optimized Mil-Lx and human FE models. For the human FE model, 
probability of injury was calculated using force and impulse measured at time of peak 
force for the case were element deletion was turned off, and for time of fracture and time 
of peak force for the case were element elimination was used. Note that input conditions 
are ordered from low to high frequency (left to right). 

 

 For all except the 100g, 4 m-s-1 and  250g, 6 m-s-1 conditions, the optimized Mil-Lx would 

have accurately predicted injury outcome assuming a 50-percent probability of injury cut-

off point. Sub-injurious cases were correctly predicted by the injury risk function, however, 

injury probability predicted by the Mil-Lx was lower than for the human model with and 

without element deletion. For all injurious cases except the 100 g, 4 m-s-1 and 250g, 6 m-s-1 

conditions, the Mil-Lx overestimated the injury probability calculated for the human model 

with element deletion. This was expected since the Mil-Lx optimization was designed to 
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maximize the CORA score for the Mil-Lx model and the human FE model without element 

deletion. For the injurious cases with element deletion, the peak forces are expected to be 

lower than those for the human model without element deletion as was discussed in Chapter 

4. There was no apparent frequency dependence in the ability of the optimized Mil-Lx to 

estimate probability of injury.  

 For the incorrectly-classified injury cases, the 100g, 4 m-s-1 and 250g, 6 m-s-1 conditions, 

the footplate force experienced a double peak. Since the peak footplate force was reduced by 

this phenomena, the probability of injury was under-estimated. Despite improving the 

overall ability to predict footplate and proximal tibia force response, the optimized Mil-Lx 

cannot provide a reliable estimate of injury risk. The inaccuracy of the response of the 

optimized Mil-Lx does not seem to be frequency-dependent for the loading conditions used, 

so no conclusion can be reached regarding the range of frequencies for which this modified 

model can provide an accurate assessment of injury risk.  

 The observations made regarding the ability of the optimized Mil-Lx FE model to fit both 

the force response for the plantar and proximal or mid-tibia locations reinforce the 

conclusions from the lumped-mass model analysis. To best replicate the response of the 

human leg, the ATD leg must mimic both the stiffness and damping qualities, as well as the 

mass distribution. Designing an ATD leg using the information obtained from modelling the 

human leg as a LMM in Chapter 5 would theoretically produce better results than the 

approach taken here. As evidenced by the Mil-Lx LMM exercise in Section 7.3, weighting the 

objective function toward providing a better fit of one force versus another would 

undoubtedly produce a different set of optimal material parameters, and a better fit of the 

force for which the optimization was biased. For the FE Mil-Lx optimization, the weighting 
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of the objection function was chosen such that the Mil-Lx could continue to use the injury 

risk function developed by McKay and Bir which uses the upper tibia force, as well as the 

plantar force based injury risk function proposed by this dissertation. In theory, if both 

proximal and distal forces could be matched by the ATD, the ATD could use a future injury 

criterion with the ability to distinguish between proximal and distal injuries. 

7.5.1 Selection of Materials for Adapting the Mil-Lx ATD 
After finding optimized properties for the Mil-Lx, an attempt was made to identify 

existing materials for the compliant element and heel pad which may improve the current 

performance of the Mil-Lx. Changing the materials used for these parts rather than 

completely redesigning the Mil-Lx would suffice as a cheap and time-efficient solution to ATD 

leg development for use with the proposed injury criterion, particularly if existing materials 

could be used. 

First, a literature review was performed to find material properties for existing materials 

with properties similar to those estimated by the FE optimization. Material cards were then 

created using LS-Dyna *MAT_SIMPLIFIED_RUBBER for various existing rubber materials. A 

summary of these materials is provided in Table 7.14, and stress-strain curves for the 

materials are supplied in the Appendix. 
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Table 7.14. Summary of FE materials used for discrete optimization of Mil-Lx biofidelity 
Material Density 

(kg-mm-3) 
Bulk Modulus 

(GPa) 
Shear Modulus 

(GPa) 
90 Durometer Polyurethane 1.3e-6 5.0 1.40e-2 
80 Durometer Polyurethane 1.2e-6 5.0 1.40e-2 
60 Durometer Polyurethane 1.15e-6 5.0 8.60e-3 
40 Durometer Polyurethane 1.15e-6 5.0 8.40e-3 
20 Durometer Polyurethane 1.12e-6 5.0 7.40e-3 
70 Durometer Neoprene 9.6e-7 1.36 2.72e-3 
65 Durometer Neoprene 9.6e-7 1.36 2.72e-3 
60 Durometer Neoprene 9.6e-7 1.36 2.72e-3 
70 Durometer Sorbothane 1.364e-6 4.140  
50 Durometer Sorbothane 1.364e-6 4.710  
30 Durometer Sorbothane 1.364e-6 4.710  

 
 A trial and error methodology was used to iterate through different combinations of the 

materials summarized in Table 7.14. Five conditions were chosen from the 28 conditions 

used for the parametric study to use for comparing the plantar and upper tibia force 

response of the Mil-Lx to the human leg FE model response. The materials for the heel pad 

insert and tibia compliant element were substituted into the model using a trial and error 

method and using the combined CORA score for the plantar and proximal tibia force to 

determine whether the material provided an improvement over the previous combination 

of materials. As with the LMM approach to optimizing the biofidelity of the Mil-Lx, none of 

the combinations provided both a good fit of both the plantar and proximal tibia forces. Since 

the proposed injury risk function is based on plantar force, the decision was made to choose 

the material combination which provided the best fit of the plantar force. 

 The best fit of the plantar force was observed when the heel pad rubber was replaced 

with 70 durometer neoprene, and 90 durometer polyurethane was used for the tibia 

compliant element. Sample plots comparing the response of the modified Mil-Lx FE model 

and the human leg FE model response are provided in Figure 7.40. Plots for the remaining 

input conditions are located in Appendix 10.7.3.  
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Figure 7.40. Comparison of human leg plantar force and impulse and modified Mil-Lx plantar 
force and impulse from finite element models. Heel pad and tibia compliant element materials 
were replaced with 70-durometer neoprene and 90-durometer rubber, respectively. 
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 The input conditions for the first two sets of plots shown in Figure 7.40 show that the 

modified Mil-Lx model is able to capture both the peak and timing of the footplate force, but 

the upper tibia force slightly overestimates the peak human mid-tibia force. The third set of 

plots shows the double peak behavior that occurs for the footplate force for higher frequency 

loading conditions, though shows that the impulse is essentially unaffected by the double 

peak. The upper tibia force again slightly overestimates the peak mid-tibia force and relaxes 

slower than the human leg mid-tibia force.  

 A summary of peak forces for all input conditions is provided in Figure 7.41. With a few 

exceptions, the peak Mil-Lx upper tibia force overestimated the peak human mid-tibia force. 

The average percent difference between the human mid-tibia force and Mil-Lx upper tibia 

force was 37% for all loading conditions. An average difference of 49% was observed 

between the peak human proximal tibia force and peak Mil-Lx upper tibia force. For loading 

durations less than 5 ms, the average percent difference between peak footplate forces was 

4% compared to 12% for higher frequencies. This aligns with the observations from the LMM 

study which concluded that the mass distribution of the Mil-Lx and placement of the 

compliant puck predisposes the Mil-Lx to poor estimate of footplate force for higher loading 

frequencies. 
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Figure 7.41. Summary of peak forces for the Mil-Lx model using 90 durometer polyurethane 
for the tibia compliant element and 70 durometer neoprene for the heel pad and the human 
FE model for footplate (FP), proximal tibia (PT), upper tibia (UT), and mid-tibia (MT) forces. 

 
 CORA scores support the observations from the peak force analysis. The summary of the 

weighted overall CORA scores for the modified Mil-Lx model (Figure 7.42) shows that 

footplate force and impulse are predicted with reasonable accuracy less than 4.5 ms (250g, 

6 m/s). This range of frequencies aligns with the range of frequencies for which the Mil-Lx 

based LMM was able to accurately predict human leg force response (see Section 7.3). High 

CORA scores are observed for the comparison of the Mil-Lx upper tibia and human mid-tibia 

forces as well, though CORA scores greater than 0.8 persist for a larger range of durations 

(less than 3.8 ms).  
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Figure 7.42. Weighted CORA scores for the comparison of the Mil-Lx model results 
using 90 durometer polyurethane for the tibia compliant element and 70 
durometer neoprene for the heel pad and the human FE model results for footplate 
force (FPFZ), proximal tibia force (PTFZ), and footplate impulse (FP Impulse). 

 
 Though the FE-optimized Mil-Lx model is better able to produce both biofidelic footplate 

and proximal tibia forces, the discretely optimized model is more suited for predicting injury 

probability using the proposed force-impulse injury risk function. Injury probability was 

calculated using the proposed force-impulse injury risk function based on the results from 

the discretely optimized Mil-Lx and human (with element deletion) FE models. Since the Mil-

Lx FE model was optimized to reproduce the response of the human FE model without 

element deletion, it is expected that the Mil-Lx should over-predict the injury risk estimated 

using the results of the human FE model with element deletion. For each injurious condition, 
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the Mil-Lx over-predicted the injury risk associated with the human response except for the 

250g, 6 m-s-1 condition. Further investigation revealed that a double peak occurred for the 

Mil-Lx footplate force, causing the peak force to be underestimated. As previously discussed, 

this condition falls outside of the range of frequencies for which the modified Mil-Lx was able 

to produce biofidelic forces. For the sub-injurious conditions, the injury risk estimated using 

the modified Mil-Lx was within an average of 3.6% of that estimated using the human FE 

model response.  

 

 

Figure 7.43. Injury probability calculated using the force-impulse injury risk function and 
the results of the modified Mil-Lx and human FE models. An asterisk denotes the sub-
injurious conditions. 
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 The ability of the modified Mil-Lx design to predict both the peak force and timing of the 

force response is an improvement from the previous Mil-Lx design. The amount of 

improvement for injury prediction cannot be completely established using the human FE 

model response since it only represents one response from the population in terms of injury 

or no injury. Instead, the evaluation must be based on the ability of the modified Mil-Lx FE 

model to predict the peak plantar force and impulse measured in the human FE model for 

matched loading conditions. Several assumptions are necessary to draw conclusions from 

these models. While the human FE model was benchmarked using PMHS response data for 

several different loading conditions, the FE model of the Mil-Lx was only benchmarked using 

the forces and displacements from four experimental drop tower tests, which were of similar 

rates of loading. Thus, to draw conclusions from this FE model, the assumption must be made 

that the FE model is valid across each of the loading frequencies used in the parametric study. 

7.5.2 Comparison of Modified Mil-Lx Response to PMHS Response 
 In order to compare the response of the original and modified Mil-Lx designs, each of the 

finite element models was run using the footplate acceleration from a matched pair PMHS 

and Mil-Lx test condition (Drop Tower A). The proximal tibia and footplate forces are shown 

for each of the three models: the original Mil-Lx FE model (Mil-Lx FE); the Mil-Lx FE model 

modified using discrete optimization for real material properties (Discrete Opt. Mil-Lx); the 

Mil-Lx FE model modified using continuous variable optimization (FE Opt. Mil-Lx); and the 

experimental Mil-Lx and PMHS corridors (Mil-Lx Exp. and PMHS). This plot shows that the 

discrete optimized model under-predicted the peak PMHS average proximal tibia force, 

while the FE optimized model over-predicted the average PMHS force. CORA scores 

comparing each of the three model forces to the PMHS average proximal tibia force showed 
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that both of the optimized models provided a better fit of the PMHS force than the original 

Mil-Lx FE model, with weighted overall CORA scores of 0.738, 0.783, and 0.810 for the 

original, FE optimized, and discrete optimized models, respectively. The modified Mil-Lx 

designs also showed an improvement over the experimental Mil-Lx results, which yielded a 

modified overall CORA score of 0.7669. 

 

 

Figure 7.44.Comparison of experimental Mil-Lx and PMHS corridors to the finite element 
proximal tibia forces from the original, FE optimized, and discrete optimized Mil-Lx 
models for the Drop Tower A test condition. 

 
 The same comparison was performed for plantar forces since the goal was to improve 

the Mil-Lx’s ability to replicate human proximal tibia and plantar forces (Figure 7.45). 

Weighted overall CORA scores for the original, FE optimized, and discrete optimized model 

plantar forces compared to the PMHS average plantar force were 0.632, 0.709, and 0.827, 
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respectively. Though the CORA scores were not as high as for the idealized, single-frequency 

acceleration inputs from the parametric study, the fact that the optimized models had higher 

CORA scores than those for the original Mil-Lx design for this experimental condition 

suggests that the observed design improvement extends to more realistic test conditions 

with content from multiple loading frequencies.  

 

 

Figure 7.45. Comparison of experimental Mil-Lx and PMHS corridors to the finite element 
footplate (plantar) forces from the original, FE optimized, and discrete optimized Mil-Lx 
models for the Drop Tower A test condition. 

 
 
 These comparisons suggest that while the modified Mil-Lx FE models are able to provide 

a more biofidelic response than the current (original) Mil-Lx design, there is room for further 

improvement. It is important to note that making these material changes to the Mil-Lx may 

improve biofidelity for the loading conditions used in the optimization, but further 

adjustments to the design of the Mil-Lx structure may be necessary to achieve biofidelity 



390 
 

across the desired range of loading conditions in the automotive and military environments. 

Additionally, while a large range of single loading frequencies were used in the optimization 

matrix, real-world acceleration pulses from automotive intrusion and UBB contain a 

spectrum of frequencies with varying power throughout the loading phase, which may 

include frequencies beyond the range of frequencies used in the optimization. Thus, it is 

imperative that further testing be performed to investigate the effects of these additional 

frequencies. 

7.6 Application of Injury Criterion to Modified Mil-Lx ATD  
 The inability of the current design of the Mil-Lx to predict human plantar and proximal 

tibia force simultaneously prevents the proposed injury risk function from being applied 

directly in its current form. The importance of being able to predict the time history rather 

than the peak force alone enhances the challenge of developing a biofidelic ATD leg for a 

large range of loading frequencies. An additional complication is that the Mil-Lx currently 

does not measure plantar force. Despite these pitfalls of the current Mil-Lx design, the ability 

to easily replace the heel pad and tibia compliant element with readily available materials 

allows for convenient use of the proposed injury risk function in its current form, with only 

slight modification. By using the Mil-Lx hindfoot z-acceleration and the lower tibia force, 

plantar force can be calculated for purely axial loading conditions using Eqn. 7.15. 

 The Mil-Lx has little axial compliance in the ankle joint, which allows for the estimation 

of plantar force using the lower tibia load cell. For the case where loading is primarily vertical 

(SAE-z) and the Mil-Lx tibia is in a neutral position perpendicular to the footplate, the 

estimation of the plantar force using the Mil-Lx hindfoot acceleration and the lower tibia 

force is trivial. The calculation can be performed simply by determining the mass located 



391 
 

distal to the lower tibia load cell as indicated by Eqn. 7.15. In this case, we assume that the 

plantar force vector is perpendicular to the footplate and that the plantar surface of the foot 

lays flat against the plate. The global coordinate system is with respect to the footplate, 

where the z-direction is perpendicular to the plate and the x-direction points in the direction 

the toes of the Mil-Lx are pointing while in contact with the plate (Figure 7.46). 

 

Fplantarz
= FLTz + (mfoot + mbelow LTLC)afootz Eqn. 7.15 

 
 

  

Figure 7.46. Free body diagram of the Mil-Lx leg showing forces (F) and moments (M) in the 
x-z plane for the plantar surface of the foot (plantar), upper tibia (UT), and lower tibia (LT). 

 
 One key assumption of using this approach to estimate plantar force is that the ankle joint 

remains in one position and that the foot and section of the tibia below the lower tibia load 

cell can be treated as a rigid body. In reality, the loading of the foot may result in ankle 

rotation or flexion. As the ankle angle changes, the SAE-z component of the acceleration no 

longer aligns with the axial force vector in the tibia. Similarly, if the Mil-Lx tibia is not aligned 
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with the loading vector, the tibia force can no longer be used to predict the plantar force. For 

the case where the leg is in a primarily neutral position with the tibia aligned with the load 

vector from the footplate, it may be reasonable to assume that the ankle angle changes after 

the vertical loading is complete. 

 

Figure 7.47. Odyssey UBB-simulator test rig consisting of a hammer sled with two 
hammers which impact the seat and foot pans of the carriage sled separately. The 
mass of the hammer sled is decelerated by crushing a steel tube mounted to the 
tracks of a Via sled system. (Annals of biomedical engineering by BIOMEDICAL 
ENGINEERING SOCIETY Reproduced with permission of SPRINGER NEW YORK LLC 
in the format Thesis/Dissertation via Copyright Clearance Center.)9 

 
 To investigate the timing of ankle rotation during loading typical of UBB, data from 

previous whole body UBB-simulator (Odyssey) laboratory experiments was used (Figure 

7.47). These tests used a Via Systems model 713 sled system to deliver axial impacts to the 

floor and seat of a horizontal sled in which both PMHS and ATD tests subjects were 
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positioned. The ATD tests used a Hybrid-III outfitted with a Mil-Lx leg on the right side and 

a Hybrid-III leg on the left side. Time of noticeable foot rotation was collected from high 

speed video and compared to timing of forces and accelerations in the Mil-Lx leg. Two test 

conditions are shown in Figure 7.48:  a sub-injurious 278 g in 2.11 ms footplate acceleration 

condition (8.09 m-s-1) and an injurious 516.7 in 1.26 ms footplate acceleration condition 

(13.98 m-s-1). For each case, the Mil-Lx tibia was aligned with the loading vector. The time at 

which the ankle began to dorsiflex is indicated in the plot, and occurs after the loading phase. 

Thus, at least for a primarily vertical loading scenario with the tibia perpendicular to the 

load, the foot acceleration and lower tibia force vectors should be aligned with minimal 

rotation prior to peak force. Hence, Eqn. 7.15 is deemed sufficient for estimating peak plantar 

force and impulse for these primarily axial loads. 

 

 

 

 

 

 

 



394 
 

 

 

Figure 7.48. Mil-Lx force and acceleration response to a sub-injurious (top) and injurious 
(bottom) footplate loading condition from tests performed by Bailey et al. using the 
Odyssey blast simulator. Time of noticeable ankle dorsiflexion is indicated in each plot. 

 
 The previous method for estimating footplate force from the Mil-Lx applies only the 

vertical loading scenarios in which the loading vector is aligned with the tibia shaft and the 

ankle is ina neutral position. Though, underbody blast loading is typically vertical in nature, 
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the vehicle occupants may be positioned such that alternative load vectors are introduced. 

The Odyssey test series did not incorporate alternative leg positions into the whole body test 

matrix, however, a study presented by Danelson et al. investigated the changes in cadaveric 

and ATD response to controlled live-fire UBB loads for different seating postures (Figure 

7.47). Though Mil-Lx legs were not used, the study outlined the change in PMHS leg rotation 

as a function of time and indicates that a significant amount of leg rotation is expected during 

the event. In order to provide a useful tool for estimating injury risk in these events, the Mil-

Lx leg must be able to provide an estimate of plantar force even for these alternative 

postures.  

 Estimating the footplate force using the Mil-Lx lower tibia force for alternative leg 

positions is more difficult than the approach outlined for the nominal posture. The Mil-Lx 

was specifically designed and validated for the vertical loading direction, so it is not expected 

that the Mil-Lx will produce biofidelic responses for non-vertical loads, particularly because 

of the presence of the compliant element in the tibia shaft. Thus, the use of the Mil-Lx for 

predicting injury due to combined axial and bending loads using an additional injury 

criterion similar to the tibia index would require further testing and likely a redesign of the 

positioning of the compliant element. Moreover, the lack of instrumentation such as angular 

rate sensors and an ankle potentiometer prevents the estimation of plantar force using rigid 

body dynamics. Nonetheless, the process for estimating plantar force using the Mil-Lx placed 

in an out-of-position posture will be discussed, assuming that additional instrumentation 

such as angular rate sensors may be attached to the leg without extensive alterations to the 

leg’s structure. 
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 For vertical loading, it was assumed that the foot and tibia below the lower tibia load cell 

could be treated as a rigid body. For non-vertical loads, the system must either be modelled 

using multibody dynamics, or assumptions must be made about the behavior of the ankle 

joint. For simplicity, the ankle joint will be treated as a spherical joint which cannot transmit 

moments. In reality, the Mil-Lx contains the Hybrid-III ankle joint, which has a rotational 

stiffness that changes as a function of rotation angle.159 For small angles, however, the 

rotational stiffness is negligible. It is also necessary to assume that the ankle joint does not 

deform while transmitting forces. The distal portion of the tibia and the foot must also be 

treated as separate rigid bodies connected by the spherical joint. 

 Using these assumptions, rigid body dynamics can be used to calculate the forces 

transmitted through the ankle joint. To do this, additional instrumentation must be installed 

on the Mil-Lx, including angular rate sensors on the tibia to calculate angular acceleration of 

the tibia (𝛼𝐿𝑇), and a rotary potentiometer on the ankle to measure the angle of the tibia 

relative to the foot (θ). This instrumentation is included on the Thor-Lx, though the intent to 

use the Mil-Lx in primarily vertical loading applications may have been the purpose for 

excluding it.  

 In addition to extra instrumentation, the location of the Mil-Lx’s center of pressure must 

be estimated for the case of vertical loads applied to the plantar surface of the foot. This 

location must be known in order to calculate the moment induced by the vertical load 

application to the foot, which influences the rotation of the foot during these loads.  Data 

from a previous study by Van Tuyl et al. was used to calculate the location of the center of 

pressure for a load applied to the plantar surface of the Hybrid-III foot is located 2.5 mm 

lateral of the mid-line of the foot, and 74.3 mm anterior of the heel of the foot.206 These 
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dimensions will be used as the estimate of the center of pressure for the Mil-Lx foot. Previous 

studies have shown that the center of pressure varies for the human knee and ankle joints 

when posture is varied.74 The location of the ankle joint center does not change for the Mil-

Lx since it is constructed using a simple ball joint. It is important to note that this difference 

may be a source of error when attempting to estimate human leg response for alternative 

postures using an ATD which does not account for these changes. 

 Center of mass of the Mil-Lx foot is located 29.4 mm above the footplate, 5.4 mm to the 

right of the anterior-posterior centerline of the foot, and 119.3 mm anterior of the posterior 

surface of the foot. The center of the ankle joint is located 49 mm posterior of, 4 mm to the 

left of, and 50 mm proximal to the foot center of mass. These dimensions are depicted in 

Figure 7.49. The location of the center of pressure is also depicted. 

 

 

Figure 7.49. Estimated location of the center of mass, center of 
pressure, and center of ankle rotation location for the Mil-Lx.  
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 Eqn. 7.19 through Eqn. 7.21 provide the system of equations for calculating the forces at 

the ankle joint in the x-z plane, and Eqn. 7.23 provides the equation for estimating the plantar 

force. The unknown variables are highlighted in blue, and variables that require additional 

instrumentation to measure are highlighted in red. The green variables are those associated 

with the plantar force, which are the desired values from this calculation. Using these 

equations, the forces applied to the foot through the ankle joint can be calculated using the 

equations of motion for the Mil-Lx distal tibia segment (Eqn. 7.19-Eqn. 7.21). Since the 

acceleration at the lower tibia’s center of gravity is not directly measured, Eqn. 7.22 will be 

used to calculate it based on the acceleration of the ankle, lower tibia angular acceleration 

and velocity, and the position vector between the ankle joint and tibia, which will be assumed 

equal to the acceleration of the foot. After calculating the ankle forces, Eqn. 7.16 through Eqn. 

7.18 can be used to calculate the plantar forces and moments. The equation for plantar force 

has been simplified and is provided separately in Eqn. 7.23. 

  
Equations of motion for the Mil-Lx foot: 

∑ Fx = mfootafootx = −FFrx − Fankx 
Eqn. 

7.16 

∑ Fz = mfootafootz = −Fplantarz
− Fankz + mfootg Eqn. 

7.17 
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∑ My = Ifootyαfooty

= Fanklezxank/cg − Fankxzank/cg + F𝐹𝑟xzcg + F𝑃𝑙𝑎𝑛𝑡𝑎𝑟zxcp/cg

+ 𝑀𝑝𝑙𝑎𝑛𝑡𝑎𝑟𝑦
 

Eqn. 

7.18 

Equations of motion for the Mil-Lx distal tibia: 

∑ Fx = mLTaLTx = FLTx sin θ − Fankx 
Eqn. 

7.19 

∑ Fz = mLTaLTz = FLTz cos θ − Fankz + mLTg Eqn. 

7.20 

∑ My = ILTyαLTy = Fankzxank/cg − FLTzxLT/cg − Fankxzank/cg + FLTxzLT/cg Eqn. 

7.21 

𝐚𝐋𝐓 = 𝐚𝐟𝐨𝐨𝐭 + 𝛂𝐋𝐓 × 𝐫𝐋𝐓/𝐟𝐨𝐨𝐭 + 𝛚𝐋𝐓 × (𝛚𝐋𝐓 × 𝐫𝐋𝐓/𝐟𝐨𝐨𝐭) 
Eqn. 

7.22 

FPlantarz = Fankz
+ (mfoot)afootz 

Eqn. 

7.23 
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Figure 7.50. Free body diagrams for the foot and distal portion of the 
tibia below the lower tibia load cell. Note that θ represents the angle 
between the tibia shaft and the normal to the footplate. 

 
 It is important to note that, though it is possible to estimate the footplate force using the 

methods described above, the Mil-Lx has not been validated for alternative postures. Since 

the Mil-Lx was intended for use in vertical loading scenarios, little effort has been placed on 

benchmarking the response of the Mil-Lx for alternative knee or ankle angles. The equations 

above have assumed that no force is generated by the ankle joint. However, the ankle joint 

includes a rotational stiffness and joint stops which have been ignored up to this point. Thus, 

it is recommended that the Mil-Lx be used for primarily axial loading applications for which 

the ankle angle is small. Further, injury criteria such as the tibia index and the ankle joint 

injury criteria described by Kuppa et al. should not be used with the Mil-Lx until further 

validation efforts have taken place to ensure the correct response of the ATD compared to 

the human leg. Previous work by Pandelani et al. has shown that the tibia index developed 

for the Hybrid-III yields different results than the Hybrid-III for the same loading 

condition.157 
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 To reiterate the limitations and guidelines for using the proposed injury criterion, the 

force-impulse injury criterion should be used for primarily axial loading environments for 

which the applied load is aligned within +/- ten degrees of the SAE z-axis of the ATD tibia 

and only for load durations ranging from 5-90 ms. Estimated or measured plantar forces 

should be baseline shifted and filtered to SAE J-211 filter class CFC1000. The force data 

should be mass-scaled to a 50th percentile male in order to estimate probability of injury for 

different percentiles of the population prior to using the injury risk function. Eqn. 6.36 can 

then be used to calculate the probability of injury at each time step. The maximum 

probability of injury from all time steps should be used to estimate the overall probability of 

injury associated with the event. 

7.7 Discussion 
 Data from previous literature and from experimental tests from the present study 

showed that the current form of the Mil-Lx is unable to reproduce both the plantar and 

proximal tibia forces measured for the human leg for all loading frequencies of interest. The 

lumped mass model and finite element model optimization exercises performed in this 

chapter highlighted the weaknesses associated with the current design. First and foremost, 

the placement of the tibia compliant element is located proximal of the majority of the 

compliance in the human leg. Ideally, the compliant element would represent the compliance 

of the ankle, but because much of the mass of the Mil-Lx is located distal to the compliant 

element, mass is recruited faster in the Mil-Lx than it is for the human leg. This fault is most 

obvious when the Mil-Lx is loaded with high frequency loads which cause a double peak in 

the plantar force trace. Lower frequency loads, associated with larger displacements, engage 
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more mass in the human leg than higher frequency loads. Further, for lower frequencies, the 

placement of the compliant element matters less since the mass is recruited more gradually. 

 The second fault of the Mil-Lx is that it was only designed to match the upper tibia force 

to the PMHS mid-tibia force for vertical loading. The lower tibia load cell has no significance 

in terms of estimating the response or probability of injury of the human leg. Moreover, the 

Mil-Lx cannot measure forces in the foot, despite foot and ankle fractures being the most 

common injuries in UBB events. The fact that the Mil-Lx was designed for high rate 

applications, but has no ability to measure the larger localized forces due to inertial 

differences prevents the Mil-Lx from providing sufficient information to distinguish between 

the injuries applicable to UBB and those applicable to automotive rates. 

 Designing an ATD leg to match the response of the human leg perfectly would require a 

more continuous structure which matches both the mass and compliance of the human leg. 

Unfortunately the difficulty lies in designing the ATD such that it can withstand higher loads 

than the human leg. Many current ATD leg designs have utilized strong materials such as 

steel and aluminum in series with a durable polymer in order to produce the desired overall 

compliance of the human leg. In the case of the Mil-Lx, location of the compliant element and 

overall mass distribution of the leg produces a different frequency response than the human 

leg. To improve the Mil-Lx design, it is recommended that the leg be reconfigured in terms 

of mass distribution, which requires moving the compliant tibia element to a more distal 

location. The lumped mass models developed in Chapter 5 provide a reasonable guide for 

the breakdown of mass and the compliances necessary to produce a biofidelic response 

across a wider range of loading frequencies than the current Mil-Lx can provide.  
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 In the meantime, a modified version of the Mil-Lx may be used with the proposed force-

impulse injury risk function to obtain estimates of injury probability. It is recommended that 

the tibia compliant element be replaced with 90 durometer polyurethane and the heel pad 

be replaced by 70 durometer neoprene. As discussed, these material changes yielded 

biofidelic footplate forces for loading durations as small as 4.5 ms. Further, additional 

instrumentation is necessary to calculate the footplate force using the Mil-Lx lower tibia load 

cell. This instrumentation includes ankle potentiometers and angular rate sensors mounted 

to the tibia and foot. The eventual goal for development of an improved ATD leg for this 

expanded range of loading applications is the inclusion of a plantar foot load cell, or perhaps 

a heel and forefoot load cell. In this case, it would be necessary to distinguish between the 

proportion of force transmitted through the heel versus the forefoot in the PMHS 

experiments and scale the injury criterion accordingly in terms of peak force and impulse. 

Previous studies have shown that a majority of the load is transmitted through the hindfoot, 

rather than the forefoot.191,206 

 Though the modifications to the Mil-Lx improve the ability of the Mil-Lx to replicate the 

force response of the human leg, the overall stiffness of the leg is also important. As discussed 

in Section 7.2 and Figure 7.1, the ability to accurately predict the response of the human using 

an ATD relies on the ability of the ATD to interact with injury mitigation materials in the 

same way, which is reliant on the overall stiffness of the ATD compared to the human leg. 

Thus, the ATD must respond similarly to the human leg in terms of compression response as 

well as in terms of force response. The Mil-Lx’s mass distribution prevents it from replicating 

both force (plantar and proximal tibia) and overall compression response, which limits the 

use of the modified Mil-Lx in terms of use with uncharacterized injury mitigation materials. 
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Nonetheless, other existing ATD legs such as the Hybrid-III and Thor-Lx are also unable to 

replicate the force-deflection of the human leg for such a wide range of loading frequencies. 

7.7.1 Discussion of Modified ATD Design 
 Limitations were placed on the assumed validity of the modified Mil-Lx in terms of the 

frequencies for which it can accurately estimate human footplate force. No limitations have 

been assigned to the current Mil-Lx design or the injury criteria associated with the upper 

tibia force. The purpose of this discussion is to compare the injury probabilities estimated 

by the original and modified Mil-Lx using their respective injury risk functions. Injury risk 

estimated using the human leg model with element deletion was also calculated. Injury 

probability estimated by the McKay injury criterion predicted injury for the 250g, 4 m-s-1 

and 50g, 6 m-s-1 cases for which injury did not occur in the human FE model, though the 

original Mil-Lx only incorrectly predicted injury for the 50g, 6 m-s-1. The original Mil-Lx also 

failed to predict injury for the 100g, 4 m-s-1 case, for which the probability of injury predicted 

by the original Mil-Lx was more than 20 percent less than the probability of injury predicted 

using the modified Mil-Lx and force-impulse injury criterion. 
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Figure 7.51. Probability of injury calculated using the McKay and Bir injury criterion 
and the proposed force-impulse injury criterion for the original and modified Mil-Lx 
FE model. Input conditions with asterisks indicate that failure occurred in the human 
FE model.136 

 
 In terms of injury risk estimated using each of the injury criteria and the forces measure 

in the human FE model, the McKay injury criterion predicted higher probability of injury for 

all conditions, with an average difference in injury probability of 19 percent. The reason for 

the McKay injury criterion over-predicting probability of injury is likely due to the fact that 

it was developed based on data from PMHS tests which likely included artefactual fractures, 

which would tend to lower the force at fracture. Additionally, forces were measured at the 

mid-shaft of the tibia using implanted load cells for the McKay and Bir study.136 Since these 

tests were performed at high rates, it would be expected that the forces measured at the mid-

shaft of the tibia would be less than the force applied to the foot at the footplate surface due 

to inertia. Thus, the forces associated with fracture in the McKay and Bir study would be less 
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than those which actually caused the fractures, leading to an injury risk function which over-

predicts the probability of injury. 

 Large differences were observed between the peak human mid-tibia force and the peak 

Mil-Lx upper tibia forces for the original Mil-Lx model compared to the modified Mil-Lx 

model. For long duration input conditions (12.8-100 ms), peak upper tibia forces were 

comparable to the original and modified Mil-Lx FE models and forces were within 2 kN of 

the peak mid-tibia force measured in the human FE model. In general, the original Mil-Lx 

force peaks tended to be closer to the peak forces for the human model with element 

deletion, while the modified Mil-Lx model tended to predict the peaks of the human model 

without element deletion. It is also important to note that the probability of injury estimated 

using the human FE model does not accurately represent the population, but only one 

possible response of the human leg.  
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Figure 7.52. Difference between human mid-tibia force and the forces estimated using 
the original and modified Mil-Lx FE models. Human FE model response with element 
deletion (ED) is also reported. 

 
 These two Mil-Lx models represent two different theories in terms of how to model 

human response. The original Mil-Lx seems to model the effect of injury, while the modified 

Mil-Lx models the assumed response of the human leg without injury. In terms of using the 

proposed injury risk function, the modified Mil-Lx model is better suited for predicting the 

severity of the event, though it would be unlikely to match the probability of injury 

associated with the peak force and impulse from the human leg since peak force and impulse 

would be over-predicted for cases where fracture occurred in the human leg. On the other 
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hand, the original Mil-Lx may not be able to match the response of the human leg for cases 

where fracture does not occur. 

 A comparison of the peak force and impulse at peak force for each of the Mil-Lx models 

and human FE model with and without element deletion is provided in Figure 7.53. Some of 

points for the human model with element deletion follow the curved pattern established for 

the force at fracture from the parametric study. Others, for which the peak force exceeded 

the force at fracture are shown in the region beyond the “theoretical injury line” for which 

force at fracture and peak force were one in the same. For these data points, peak force 

occurred after the fracture in the model, meaning that the input contained enough energy to 

continue to reload the leg after release of energy from the fracture. This phenomena was 

observed in some of the PMHS tests discussed in the previous chapter, but to a much smaller 

degree than was observed in the FE model. Based on the observations from the PMHS 

studies, the peak forces would not exceed the force at fracture to the extent observed in the 

model, but instead would be likely to produced additional fractures beyond the initial 

fracture. 
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Figure 7.53. Peak force and impulse at peak force for the original and modified Mil-Lx 
FE models and for the human leg FE model with and without element deletion (ED). 
Individual data points are shown each of the input conditions used for the human model 
parametric study. 

 
 A contour plot showing the line for 50% probability of injury for age 27 as defined by the 

proposed injury risk function is provided in Figure 7.54. Injury data points (outlined in 

black) and “no-injury” data points (outlined in white) are plotted for the response of the 

human FE model with and without element deletion (ED) and for the original and modified 

Mil-Lx FE model. “No-injury” points are shown to be below the 50% threshold for both Mil-

Lx models, but the probability of injury predicted using the original Mil-Lx is significantly 

lower than the probability of injury predicted by the modified Mil-Lx and using the results 

of the human FE model. Additionally, the original Mil-Lx model predicted less than 50% 

probability of injury for three injury data points.  For one injury case, less than 50% 

probability of injury was calculated using the human model with element deletion, with the 
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modified Mil-Lx model predicting a similar probability of injury below 50% for the same 

input condition. 

 

 

Figure 7.54. Contour for 50% probability of injury for age 27 as defined by the 
proposed injury risk function. Injury data points (outlined in black) and no-injury data 
points (outlined in white) are plotted for the response of the human FE model with and 
without element deletion (ED) and for the original and modified Mil-Lx FE model. The 
second plot (bottom) provides the same data, but with additional contour lines. 
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7.7.2 Cost-Benefit Analysis of Mil-Lx Redesign 
 Both the purchase and design of anthropomorphic test devices are costly. A General 

Motors engineer stated that crash test ATDs can range in cost from $100,000 to $500,000 

depending on the type of ATD and the degree to which the ATD is instrumented.91 The 

National Highway Traffic Safety Administration spent over $11 million on biomechanics 

research, which funded testing and evaluation of the Thor ATD in addition to development 

of injury criteria for various body regions.112 As ATDs become more sophisticated and 

additional instrumentation is added, these costs will likely increase. 

 The Warrior Injury Assessment Manakin (WIAMan) Program was established by the U.S. 

Department of Defense to design an ATD specifically for military applications such as 

underbody blast. This program began in 2010, and was allotted an $88 million budget over 

a 5-year span. The complexity and expansiveness of the project required an additional $98 

million of funding in 2015.88 While the WIAMan project is atypical of ATD design in that ATD 

development for crash testing purposes has taken place over decades rather than in a 

concentrated effort, the cost of developing the Hybrid-III and Thor ATDs and associated 

injury criteria may be comparable. 

 Understanding that a redesign of the ATD leg is only a portion of the whole body ATD and 

would only cost a fraction of the overall budget for design of an ATD, using the guidelines 

provided in this dissertation to improve upon the biofidelity of the Mil-Lx would greatly 

reduce the cost of completely redesigning the leg. Further, adapting the design of the Mil-Lx 

leg by replacing only the heel pad and compliant element materials eliminates the need to 

buy a completely new set of ATD legs. The cost of altering the Mil-Lx leg by changing the 

materials used for the compliant element and heel pad would cost an estimated $500 for 

materials and machining costs. On the other hand, buying a completely new, redesigned ATD 
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leg could cost more than $52,600 (the current cost of a pair of Thor-Lx legs).238 Changing the 

placement of the compliant element in the tibia shaft would increase the cost of improving 

the Mil-Lx design, however, a cost-benefit analysis should be used to determine whether to 

pursue a completely new design that includes a foot load cell. 

 Having summarized the costs associated with designing an ATD and buying a new pair of 

ATD legs, it is apparent that the current strategy for improving the Mil-Lx’s biofidelity offers 

financial benefits over other options that cannot be ignored. Further, the methodology and 

reasoning behind designing the ATD leg to be biofidelic at both low and high frequencies 

typical of automotive intrusion and UBB provides advantages over the WIAMan ATD leg 

which is currently aimed at providing biofidelity for UBB scenarios only. In theory, tuning 

the WIAMan ATD leg using higher frequency pulses could potentially cause the ATD to 

provide inaccurate results when floor mats are incorporated into the vehicle or if the ATD is 

fitted with different boots. 
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8 Summary 
The goal of this dissertation was to provide a set of tools which could be used to estimate 

the injury risk of the human leg exposed to axial impacts characteristic of underbody blast 

and automotive intrusion. Existing injury criteria and anthropomorphic test devices fail to 

account for the effect of load duration and frequency, which limits the validity of individual 

risk functions and ATDs to a small subset of the frequencies applicable to UBB. For this 

reason, the same ATD and injury criteria may not be valid for both mitigated and unmitigated 

UBB scenarios. Tasks described in this dissertation were performed with the objective of 

combining UBB and automotive leg data with the hope of developing a single injury risk 

function and ATD which could be used in both loading environments. 

PMHS axial impact tests were performed and used to validate a pre-existing finite 

element model of the human leg. The model was then used to perform a parametric study to 

demonstrate the duration-dependence of fracture force. Lumped mass models were 

constructed based on the response of the human leg FE model for a range of sinusoidal 

footplate acceleration pulses with durations ranging from 2-100 ms. These lumped mass 

models and the results of the FE parametric study were used to characterize the relationship 

between fracture force and duration which was used to develop a duration-dependent injury 

risk function for the leg exposed to axial impact loading. 

The duration-dependent injury risk function used data obtained from the PMHS tests as 

well as a collection of additional axial loading tests from the literature to optimize for 

survival model parameters using a force- and impulse-based predictor variable. The injury 

risk function was shown to improve injury prediction accuracy compared to existing injury 

risk functions which used peak force as the injury predictor.  
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An existing ATD leg, the Mil-Lx, was assessed for its ability to predict injury using the 

proposed injury risk function. A finite element model of the Mil-Lx was developed and 

exercised to estimate the range of loading durations for which the Mil-Lx can predict human 

plantar and proximal tibia force. The Mil-Lx FE model provided a good fit (CORA>0.80) of 

plantar force for footplate acceleration pulse durations ranging from frequencies ranging 

from 2.5-5.0 ms, but failed to provide a satisfactory estimation of tibia force for the same 

durations. The Mil-Lx was then modified to provide biofidelic forces at the plantar surface of 

the foot. Insight into the limitations of the current Mil-Lx configuration was obtained from 

the development of additional lumped mass models based on the mass distribution of the 

Mil-Lx. Conclusions from lumped mass model and Mil-Lx finite element model optimization 

exercises revealed that the placement of the tibia compliant element limits the ability of the 

Mil-Lx to produce biofidelic force response at both the plantar and proximal tibia locations. 

A discrete optimization approach was used to choose alternative materials for the tibia 

compliant element and heel pad to improve the biofidelity of the Mil-Lx’s plantar force. 

Results from this analysis revealed that replacing the heel pad material with 70-durometer 

neoprene and the tibia compliant element with 90-durometer polyurethane rubber 

improves the biofidelity of both the proximal tibia and plantar forces for the range of 

footplate acceleration durations from 4.5-100 ms. Additional recommendations were made 

in terms of adding additional instrumentation to the Mil-Lx in order to estimate plantar force 

without a foot load cell.  

8.1 Limitations and Use 
 Though great progress has been made in understanding the duration-dependence of 

injury for axial loading of the leg, additional data would benefit the field in terms of validation 
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of the proposed injury risk function. Despite efforts to validate the injury risk function using 

cross-validation and statistical comparisons using subsets of the combined data set, reliable 

validation of the injury risk function requires an independent data set. Nonetheless, the 

statistical analysis used to vet the proposed injury risk function goes beyond analyses 

performed for previous leg injury risk functions in terms of estimating predictive accuracy. 

 The form of the equation relating force and impulse that was used in the development of 

the injury risk function requires further attention. While the equation was able to provide a 

good fit of the finite element model and lumped mass model response surfaces relating force 

and impulse to leg compressions and strains, the derivation of the relationship between leg 

compression and these two parameters for the multiple-degree-of-freedom lumped 

parameter model may improve the fit of the injury data. The analytical form of the equation 

relating force, impulse, and compression would allow for the equation parameters to be 

based on actual LMM mass, stiffness, and damping parameters which could eventually be 

altered to scale the injury criterion for subject-specific injury risk estimates. These 

parameters may also be used to provide a better method for scaling the injury risk based on 

bone geometry and bone material characteristics if the force-impulse formulation were 

altered. 

 The strain-rate dependency of the yield strength of bone was assumed negligible for this 

study. From experimental tests, strain rates in the tibia and calcaneus were found to be less 

than 2000 μS-ms-1 for the high impactor test condition, which only amounts to a three 

percent increase in yield strength according to the relationship established by Carter and 

Hayes.37 The presence of the heel pad dampens the load delivered to the bony structures of 

the foot, which prevents these strain rates from yielding significant effects on the force at 
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fracture. Moreover, the presence of boots for the case of UBB is also likely to prevent strain 

rates from exceeding those used in the development of the injury criterion. Application of 

the injury criterion to loading environments such as those encountered during an anti-

personnel landmine detonation would require additional investigation of the effect of strain 

rate.20 For this reason, bounds have been placed on the range of frequencies and peak forces 

for which the proposed injury risk function is valid. 

 Though the Mil-Lx was primarily intended for vertical loading scenarios with a neutral 

posture, this dissertation provides a methodology for estimating Mil-Lx plantar force using 

the Mil-Lx lower tibia force when the Mil-Lx is loaded in an alternative posture. The Mil-Lx, 

however, has not been validated for such postures, and the results of the calculation should 

be treated carefully, since the effect of ankle positions was not considered in the 

development of the injury risk function. Previous studies have concluded that foot and ankle 

fracture force increases with dorsiflexion angle as a result of changes in joint contact 

area.15,35,71,81,109 Alternative postures may also lead to off-axis and combined loading 

scenarios, which were also not considered in this study. Future studies must investigate how 

axial force and duration tolerance is affected by these additional loading vectors and account 

for the possibility that ankle position may change the injury mechanism from axial 

compression to bending. The tibia index, which uses tibia forces and moments, is currently 

used to assess tibia injury probability for combined loading using the Hybrid-III. It is 

recommended that future ATD legs use a similar measure in addition to the proposed axial 

loading IRF to estimate injury risk since tibia bending is not factored into the proposed IRF. 

The lack of validation for the Mil-Lx exposed to non-vertical loading conditions prevents the 

application of even a modified revised tibia index for estimation of tibia fracture. Moreover, 
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using a modified tibia index requires simultaneous biofidelity of plantar and proximal tibia 

forces, which the proposed modifications to the Mil-Lx cannot fully satisfy. To summarize, 

the following guidelines should be used for the injury risk function and suggested 

modifications to the Mil-Lx design: 

1. Limit use to vertical loading where the angle between the tibia and footplate is within 

80-100 degrees. 

2. Limit the use of the injury criterion for force durations ranging between 5 and 90 ms. 

3. Limit the use of the modified Mil-Lx design between footplate acceleration durations 

of 4.5-100 ms. 

4. Mass normalization62 may be used to scale the injury risk function for 

anthropometries other than the 50th percentile male. 

 While improvements were made to the Mil-Lx ATD design by changing the heel pad and 

compliant element materials, other options exist for further maximizing the biofidelity of the 

ATD’s response. Mass distribution of the leg due to the placement of the compliant tibia 

element is one major drawback of the current Mil-Lx design. While the optimal design for an 

ATD leg would match both the mass distribution and compliance of the human leg, moving 

the compliant puck to a more distal location would require redesigning the Mil-Lx structure. 

This type of redesign would be more costly than the proposed modifications to the Mil-Lx 

leg, which simply involves changing out easily-replaceable parts. It should be noted, 

however, that this modification does not guarantee biofidelity outside the stated range of 

acceleration frequencies since even and ATD-to-human transfer function does not guarantee 

an accurate estimate of human response. Mismatches in stiffness between the human and 

ATD legs cause these transfer functions only to be valid for cases in which an additional 
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compliance is not present between the impacting structure and the leg. This is a major flaw 

with current ATDs which often produce different compressions of floor mats, knee bolsters, 

etc., which lead to a differences in the forces measured in the ATD compared to the forces 

experienced by the human leg. Without first characterizing the materials or structures 

interacting with the leg, a transfer function is not helpful for interpreting ATD response. 

 Further design effort may be focused on the leg flesh for the Mil-Lx as the coupling of this 

mass to the leg may be useful for modulating the force response for certain frequencies of 

loading. While the parameter-dependent LMM attempted to account for the effect of the soft 

tissue by using a parallel mass, a PMHS study specifically aimed at measuring the rate at 

which the soft tissue mass is recruited may be necessary to fully characterize the leg’s 

response to different loading frequencies. This may be of particular importance when 

attempting to scale the injury criteria for anthropometries such as the 5th percentile female. 

8.2 Future Work 
 The impact of this work has potential to improve the ability to predict foot and leg injury 

in both military and automotive environments by providing an injury criterion that is not 

tied to particular loading durations or boundary conditions. Though this dissertation 

outlines steps that should be taken to improve the design of the Mil-Lx so that it may be used 

with the proposed injury criterion, the long-term solution to improving injury prediction in 

these environments requires further research. 

 The ideal approach for implementing the research from this dissertation would be to 

collaborate with an ATD manufacturer to incorporate the design specifications from this 

dissertation into a military ATD. The conclusions from this dissertation indicate that 

measurement of plantar force in an ATD leg would allow for a reduction in inertial effects 
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present between the location of force measurement and the most common location of injury, 

the foot and ankle. Further, it is recommended that an ATD leg designed for the military 

environment also be able to provide a biofidelic response for longer duration loads to 

accommodate the changes to the load that may be caused by different injury mitigation 

schemes. The lumped mass models and finite element optimizations presented in this 

dissertation provide a starting point and suggest approaches for designing an ATD leg which 

can provide biofidelic responses across an expanded range of load durations and 

frequencies. Implementing these approaches as part of the ATD design process could save 

both time and money by providing a simplified, efficient means for estimating the material 

properties and mass distribution necessary to achieve a biofidelic response. Further, if the 

ATD leg were designed to span both military and automotive environments, the leg could be 

used in a more versatile manner which would encourage a more widespread use of the ATD 

leg in both academic and commercial environments. In turn, this would provide a more 

cohesive base of literature for understanding the response of the leg when in the presence 

of different floor padding or boots. 

 While the main focus of the dissertation was to develop an injury criterion for the 

foot/leg, the lumped mass models provide a path forward for future ATD development and 

vehicle safety optimization. Though simple second-order systems were investigated for their 

ability to fit human leg force and displacement responses, use of more complicated 

constitutive models such as combinations of Kelvin-Voigt or generalized Maxwell units may 

improve these models. Future efforts for ATD design may utilize these models to simplify 

and characterize the human leg response in order to optimize the range of frequencies for 

which future ATDs can behave biofidelically. Further use of these models, coupled with the 
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force and duration based injury risk function, may include a limiting performance study to 

estimate the best case scenario (largest reduction in injury probability) for floor mats or 

boots with specific geometric constraints such as thickness. 

 Though the human foot and leg finite element model used in this study was shown to fit 

the PMHS corridors developed for five different test conditions, the model lacked articular 

cartilage in the ankle joint and did not significantly distinguish between ligamentous 

material properties. Cutting edge finite element models have added detail to the soft tissue 

of the ankle joint.68,110,149 Future work should be aimed at updating these finite element 

models to include high rate material properties, and then comparing to the PMHS corridors 

provided by this dissertation.  

 This dissertation did not explore the effects of alternative postures and non-vertical 

loading, but the models developed and validated as part of this dissertation offer valuable 

tools for investigating these effects. For example, the human leg and Mil-Lx finite element 

models may be used to estimate the effect of changing the ankle position in terms of the 

difference between plantar and tibia forces. These modelling results may be helpful in 

further establishing the bounds for which the proposed injury criterion is valid in terms of 

predicting calcaneus versus tibia fractures. Additional validation efforts would be required 

to ensure that the load transmission through the ankle joint is biofidelic for these alternative 

postures. 

8.3 Contributions 
 This dissertation contributes 54 additional PMHS leg axial loading tests to the literature, 

which provide valuable information about the timing and progression of foot and ankle 

fracture, and are the first lower extremity PMHS tests to use high speed x-ray. The test matrix 
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design of the impactor tests allowed direct comparison of force at fracture for two different 

load duration groups, which demonstrated that force at fracture is not constant across all 

load durations. Though this concept had been previously demonstrated for other body 

regions, this study was the first to verify its applicability to the leg. Biofidelity corridors for 

forces and displacements generated from the PMHS experimental data were also produced, 

and provide additional data for validating ATDs and human leg finite element models for 

different loading rates.  

 Secondly, a set of lumped mass models of the human leg were developed to characterize 

the leg’s frequency response. These models revealed that the human leg response to axial 

loading can be characterized for single loading frequencies ranging from 5 to 156 Hz using a 

three-mass model, and for 5 to 130 Hz using a two-mass model. These models provide 

guidelines for future ATD development since ATDs currently use a series of metal and 

polymer materials to replicate the overall compliance of the leg. Implementing ATD design 

changes to match the human-based lumped mass model characteristics would reduce the 

need for multiple ATDs to cover different loading frequencies. Further, designing the ATD 

leg in this manner would reduce the complications that arise from differing responses when 

floor mats or other compliant materials are present which can respond differently when in 

the presence of legs with different stiffnesses. 

 The major contribution of this dissertation is an injury risk function for the leg exposed 

to axial impact loads that accounts for duration-dependence of fracture force. While previous 

IRFs have used peak force to predict injury, the aforementioned PMHS experimentation 

revealed that force at fracture decreases with duration of the load for high frequencies, and 

force-at-fracture is less dependent on time for low frequencies. These findings are consistent 
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with previous theoretical literature and injury models for other body regions,140,197,208,215 

though this study is the first to demonstrate this phenomenon for the leg. In light of these 

findings, a force and impulse-based injury risk function was developed for the leg, which 

spans a larger range of load durations (5.1 to 89.9 ms) than previous IRFs and demonstrates 

a high level of accuracy for injury prediction (81.8%).  

 The contributions of this injury risk function have far-reaching implications for both 

military and automotive loading environments, particularly when considering that accurate 

assessment of injury risk using ATDs requires biofidelity of plantar force magnitudes and 

durations. For underbody blast applications, which can span a large range of load durations 

depending on the type of vehicle, PPE, or vehicle floor design, it is imperative that loading 

duration be accounted for in the injury risk function. For example, a force-based injury 

criterion developed for high amplitude, short duration unmitigated blasts may over-estimate 

the force required to cause injury for mitigated blast cases where floor mats may lengthen 

the duration; this could potentially lead to underestimation of injury probability. The 

proposed injury criterion offers the ability to predict injury accurately for a larger range of 

loading durations, which ensures that when floor mats or PPE are used for injury mitigation 

in UBB, a single injury criterion can be used to predict risk of injury. 

 Furthermore, accuracy of injury prediction for the proposed IRF was shown to be greater 

than that of previous injury risk functions in the literature, by 8% for Yoganandan 2015 data 

set, 18% for the Funk 2002 data set, and by 5% for the combined data set. Statistics also 

showed that the proposed force-impulse IRF provided better injury prediction accuracy than 

a strictly plantar force-based IRF developed using the same set of data. The proposed injury 

criterion was shown to improve injury prediction accuracy compared to the Kuppa et al., 
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Yoganandan et al., and Funk et al. injury risk functions for both the large combined data set 

and smaller data sets encompassing narrower ranges of load durations and 

frequencies.73,116,230,231 

 The introduction of a duration-dependent injury risk function necessitates the 

development of an improved ATD leg which can provide a biofidelic response for the range 

of loading frequencies covered by the injury risk function. A finite element model of the Mil-

Lx estimated that the current design of the Mil-Lx is only capable of predicting injury using 

the proposed injury criterion between acceleration durations of 2.5-3.2 ms. It should be 

noted that Mil-Lx proximal tibia forces were not biofidelic for this range of frequencies. The 

Mil-Lx was then modified to estimate biofidelic forces at both the plantar surface of the foot 

and upper tibia. Replacing the heel pad and compliant element materials with 70-durometer 

neoprene and 90-durometer polyurethane, respectively, expanded the Mil-Lx’s plantar force 

and proximal tibia force biofidelity to durations ranging from 4.5 to 100 ms. This 

modification to the current Mil-Lx enables the use of the proposed injury risk function for 

this limited range of frequencies until a new ATD can be designed with a more biofidelic mass 

and compliance distribution. Moreover, the suggested Mil-Lx modifications serve as a quick, 

low-cost solution for improving an existing ATD which prevents the immediate need to 

purchase new ATD legs which may be designed to perform for only a limited range of loading 

frequencies. 

  A methodology for applying the proposed injury criterion to the Mil-Lx is supplied, which 

utilizes multibody dynamics to estimate plantar force using the lower tibia force measured 

by the Mil-Lx. For primarily vertical loads, it is possible to estimate the plantar force with the 

instrumentation currently installed on the Mil-Lx. For non-neutral initial ankle positions, it 
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is recommended that additional instrumentation be added to the Mil-Lx to estimate plantar 

force accurately. This instrumentation includes angular rate sensors on the Mil-Lx tibia and 

foot so that the rotation characteristics of these parts may be measured. This additional 

instrumentation should also be included on future ATD legs which do not contain foot load 

cells. 

 In summary, the duration-dependent leg injury risk function described in this 

dissertation increases the injury prediction accuracy by up to 18% compared to previous 

injury risk functions, and expands the range of load durations for which a single leg injury 

risk function may be used, encompassing load durations of 5.1-89.9 ms. Further, Mil-Lx 

modifications outlined in the dissertation provide a temporary solution for providing an ATD 

which can utilize the proposed injury criterion. The lumped-mass modeling efforts outlined 

a simplified approach for further expanding ATD biofidelity. These contributions are the first 

step toward establishing more accurate assessment of the effectiveness of injury mitigation 

schemes for underbody blast, and have the potential to inform the design process for military 

vehicles.  

Summary of Contributions: 

1. First PMHS leg tests using high speed x-ray to track fracture progression 

2. Biofidelity corridors for force and displacement 

3. Lumped-mass models for the human leg 

4. Duration-dependent injury risk function valid for plantar force durations of 5-90 ms. 

5. Recommendations for changes to the Mil-Lx design using both lumped-parameter 

and finite element models to expand the range of load duration for which it can be 

used. 
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10 Appendices 

10.1 Coordinate Transformations and Scaling 

10.1.1 Tibia Coordinate System 
 The local coordinate system for the tibias was defined using the lateral and medial 

malleoli, the intercondylar eminence, and the tibial tuberosity. The Z-axis was defined as the 

vector connecting the midpoint of the malleoli and the intercondylar eminence, with positive 

pointing away from the intercondylar eminence. The X-vector was defined as a vector 

perpendicular to the Z-vector and passing through the tibial tuberosity (with positive 

pointing anteriorly). The Y-vector was defined as the cross-product of the X- and Z- vectors 

(with positive pointing toward the right). The center of the coordinate systems was set on 

the Z-axis at the projected location of the midpoint of the accelerometer mounting plate. 

 

 
Figure 10.1. Local coordinate system for the 
tibia, aligned with the SAE J211 coordinate 
system. 
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 This coordinate system was aligned with the coordinate system outlined by the Society 

of Automotive Engineers (SAE) J-211 document.188 The SAE coordinate system uses 

Cartesian coordinates to define the motion of the human body.  

10.1.2 PMHS Data Scaling 
 Data scaling was performed using the methods described by Eppinger et al.63 This scaling 

technique involves an equal mass-equal velocity normalization scheme for which the 

normalized response would have the same velocity as the original trace. Additionally, the 

mass-density and elastic modulus would be assumed invariant between test subjects. The 

following equations outline the relationship between the scaled data (with an ‘s’ subscript) 

and the individual unscaled data traces (with a ‘u' subscript). The mass scale factor is 

represented by λm, while a, v, t, F, and l represent acceleration, velocity, time, force, and length, respectively. 

 
λm = ms mu⁄  Eqn. 10.1 
vs = vu Eqn. 10.2 
Fs = λm

2/3Fu Eqn. 10.3 
ts = λm

1/3tu Eqn. 10.4 
as = λm

−1/3au Eqn. 10.5 
ls = λm

1/3lu Eqn. 10.6 
 
 
 
 

10.2 Injury Summary 
 A summary of the injuries from the PMHS impactor test series and drop tower test series 

is provided in Table 10.1. Images from x-ray and CT are provided in the smaller tables that 

follow, which provide a more detailed description of the injuries shown in the radiographs. 
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Table 10.1. Summary of Impactor Test Injuries 
Test Specimen INJURY AFIS Verbage AFIS-S AFIS-I 

1 578L Calcaneus calcaneal fx, non-articular, undisplaced 2 0 
Tibia tibial pilon fx, displaced 6 4 

2 545R NO INJURY NO INJURY 0 0 
3 647L NO INJURY NO INJURY 0 0 
4 579L NO INJURY NO INJURY 0 0 
5 674R Calcaneus calcaneal fx, non-articular, undisplaced 2 0 
6 695L NO INJURY NO INJURY 0 0 
7 576R NO INJURY NO INJURY 0 0 

8 574R 
Calcaneus calcaneal fx, non-articular, displaced 2 1 
Tibia tibial pilon fx, displaced 6 4 
Talus Talar fx, body, undisplaced 3 2 

9 573L Calcaneus calcaneal fx, articular, displaced 5 3 
10 532R NO INJURY NO INJURY 0 0 
11 674L NO INJURY NO INJURY 0 0 
12 695R NO INJURY NO INJURY 0 0 

13 538R 

Calcaneus calcaneal fx, non-articular, undisplaced 2 0 
talus talar fx, body, undisplaced 3 2 
Tibia tibial pilon fx, undisplaced 4 2 
Fibula Fibula fx, diaphysis, displaced 2 1 

14 539L NO INJURY NO INJURY 0 0 

15 541R Calcaneus calcaneal fx, non-articular, undisplaced 2 0 
Tibia tibial pilon fx, displaced 6 4 

16 529L NO INJURY NO INJURY 0 0 
17 529R NO INJURY NO INJURY 0 0 
18 546L NO INJURY NO INJURY 0 0 
19 577R NO INJURY NO INJURY 0 0 
20 577L NO INJURY NO INJURY 0 0 
21 647R NO INJURY NO INJURY 0 0 

22 542R Tibia tibial pilon fx, displaced 6 4 
Fibula Fibula fx, diaphysis, displaced 2 1 

23 554R Calcaneus calcaneal fx, articular, displaced 5 3 
24 555L Calcaneus calcaneal fx, articular, displaced 5 3 

25 565R Calcaneus calcaneal fx, non-articular, displaced 2 1 
Tibia tibial pilon fx, displaced 6 4 

26 575L Calcaneus calcaneal fx, articular, displaced 5 3 
talus talar fx, body, undisplaced 3 2 

27 578R Calcaneus calcaneal fx, articular, displaced 5 3 
28 554L Calcaneus calcaneal fx, articular, displaced 5 3 
29 555R Calcaneus calcaneal fx, articular, displaced 5 3 
30 565L Calcaneus calcaneal fx, articular, displaced 5 3 

31 574L Calcaneus calcaneal fx, non-articular, undisplaced 2 0 
Tibia tibial pilon fx, displaced 6 4 

32 575R Calcaneus calcaneal fx, non-articular, undisplaced 2 0 
Tibia tibial pilon fx, displaced 6 4 

33 576L Calcaneus calcaneal fx, articular, displaced 5 3 

34 538L Calcaneus calcaneal fx, articular, displaced 5 3 
talus talar fx, neck, displaced 5 3 

35 539R Calcaneus calcaneal fx, non-articular, undisplaced 2 0 
Tibia tibial pilon fx, displaced 6 4 

36 541L Calcaneus calcaneal fx, articular, displaced 5 3 
Lateral malleous lateral malleolus fx, undisplaced 1 0 

37 542L 
Calcaneus calcaneal fx, articular, displaced 5 3 
Talus talus fx, with dislocation of fragment 5 3 
Lateral malleous lateral malleolus fx, undisplaced 1 0 

38 573R Calcaneus calcaneal fx, articular, displaced 5 3 
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Test: Impactor 01 

Condition: Medium 

Specimen: 578L 
Injury Description:  
calcaneal fx, non-articular, 
undisplaced 
tibial pilon fx, displaced 
 

 

 

Test: Impactor 05 

Condition: Low 

Specimen: 674R 
Injury Description:  
calcaneal fx, non-articular, 
undisplaced 
 

 

 

Test: Impactor 08 

Condition: Medium 

Specimen: 574R 
Injury Description:  
calcaneal fx, non-articular, 
displaced 
tibial pilon fx, displaced 
talar fx, body, undisplaced 
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Test: Impactor 09 

Condition: Medium 

Specimen: 573L 
Injury Description:  
calcaneal fx, articular, displaced 
 

 

 

Test: Impactor 13 

Condition: Medium 

Specimen: 538R 
Injury Description:  
calcaneal fx, non-articular, 
undisplaced 
talar fx, body, undisplaced 
tibial pilon fx, undisplaced 
fibula fx, diaphysis, displaced 
 

 

 

Test: Impactor 14 

Condition: Medium 

Specimen:539L 
Injury Description:  
NO INJURY 
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Test: Impactor 15 

Condition: Medium 

Specimen: 541R 
Injury Description:  
calcaneal fx, non-articular, 
undisplaced 
tibial pilon fx, displaced 
 

 

  

Test: Impactor 22 

Condition: Medium 

Specimen: 542R 
Injury Description:  
tibial pilon fx, displaced 
Fibula fx, diaphysis, displaced 
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Test: Impactor 23 

Condition: Medium 

Specimen: 554R 
Injury Description:  
calcaneal fx, articular, displaced 
 

 

 

Test: Impactor 24 

Condition: Medium 

Specimen: 555L 
Injury Description:  
calcaneal fx, articular, displaced 
 

 

  

Test: Impactor 25 

Condition: Medium 

Specimen: 565R 
Injury Description:  
calcaneal fx, non-articular, 
displaced 
tibial pilon fx, displaced 
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Test: Impactor 26 

Condition: Medium 

Specimen: 575L 
Injury Description:  
calcaneal fx, articular, displaced 
talar fx, body, undisplaced 
 

 

 

Test: Impactor 27 

Condition: High 

Specimen: 578R 
Injury Description:  
calcaneal fx, articular, displaced 
 

 

 

Test: Impactor 28 

Condition: High 

Specimen: 554L 
Injury Description:  
calcaneal fx, articular, displaced 
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Test: Impactor 29 

Condition: High 

Specimen: 555R 
Injury Description:  
calcaneal fx, articular, displaced 
 

 

 

Test: Impactor 30 

Condition: High 

Specimen: 565L 
Injury Description:  
calcaneal fx, articular, displaced 
 

 

 

Test: Impactor 31 

Condition: High 

Specimen: 574L 
Injury Description:  
calcaneal fx, non-articular, 
undisplaced 
tibial pilon fx, displaced 
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Test: Impactor 32 

Condition: High 

Specimen: 575R 
Injury Description:  
calcaneal fx, articular, displaced 
tibial pilon fx, displaced 
 

 

 

Test: Impactor 33 

Condition: High 

Specimen: 576L 
Injury Description:  
calcaneal fx, non-articular, 
displaced 
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Test: Impactor 34 

Condition: High 

Specimen: 538L 
Injury Description:  
 

 

 

Test: Impactor 35 

Condition: High 

Specimen: 539R 
Injury Description:  
calcaneal fx, non-articular, 
undisplaced 
tibial pilon fx, displaced 
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Test: Impactor 36 

Condition: High 

Specimen: 541L 
Injury Description:  
Calcaneus fx, articular, 
displaced 
Lateral mallolus fx, 
undisplaced 

 

 

Test: Impactor 37 
Condition: High 
Specimen: 542L 
Injury Description:  
Calcaneus fx, articular, 
displaced 
Talus fx, with dislocation of 
fragment 
Lateral mallolus fx, 
undisplaced 

 

 

Test: Impactor 38 

Condition: High 
Specimen: 573R 
Injury Description:  
Calcaneus fx, articular, 
displaced 
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10.3 Data Summary from PMHS Tests 
 The following plots show the footplate force response and the leg compression calculated 

using the difference in displacement between the footplate and proximal tibia displacements 

as calculated from the double integration of the acceleration at those locations for each of 

the three impactor loading conditions. Plots are also provided for the leg compression and 

proximal tibia force for the two drop tower test conditions. Forces were inertially-

compensated using half the mass of the load cell. 

 

  

Figure 10.2. Mass-compensated footplate 
force for low impactor tests 

Figure 10.3. Leg compression for low 
impactor tests calculated using footplate 
and proximal tibia accelerometers 
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Figure 10.4. Mass-compensated footplate 
force for medium impactor tests 

Figure 10.5. Leg compression for medium 
impactor tests calculated using footplate 
and proximal tibia accelerometers 

  

Figure 10.6. Proximal tibia force for high 
impactor tests 

Figure 10.7. Leg compression for high 
impactor tests calculated using footplate 
and proximal tibia accelerometers 

  

Figure 10.8. Mass-compensated proximal 
tibia force for Drop Tower A tests. 

Figure 10.9. Leg compression for Drop 
Tower A tests calculated using footplate 
and proximal tibia accelerometers 
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Figure 10.10. Mass-compensated proximal 
tibia force for Drop Tower B tests. 

Figure 10.11. Leg compression for Drop 
Tower B tests calculated using footplate 
and proximal tibia accelerometers. 

 
 

10.3.1 Fracture Timing 
Time of fracture was established using the force, strain, and acoustic data traces from 

each of the impactor tests. The availability of the high speed x-ray footage allowed for 

additional comparison and confirmation of fracture location. Plots of these traces are 

overlaid in the following plots to show the overlap of peak forces, acoustic emission spikes, 

and discontinuities in the strain. In cases where multiple fractures occurred, the acoustic 

sensor on the respective bones (tibia and calcaneus) spiked at different times and aligned 

with the time estimated for fracture using the high speed x-ray. 
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Figure 10.12. Medium Impactor condition fracture timing plots with tibia and calcaneus 
acoustic data and calcaneus maximum principal strain plotted over footplate and proximal 
tibia forces. 
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Figure 10.13. High Impactor condition fracture timing plots with tibia and calcaneus 
acoustic data and calcaneus maximum principal strain plotted over footplate and proximal 
tibia forces. 
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10.4 Human Finite Element Model Results 
 The following are results of a comparison of the modified Human leg finite element model 

simulations for the case with and without element deletion. It should be noted that while 

element deletion was used to predict/simulate fracture in the model, the results are not 

necessarily representative of reality. Nonetheless, these results provide some idea of the 

ability of the leg to reload after fracture occurs and thus provide an estimation of the peak 

forces that may be observed in at the plantar surface of the foot and mid- and proximal tibia. . 

Plots are labeled with the peak acceleration and velocity (A#v*) such that # is the peak 

acceleration and * is the peak velocity of the footplate input. The sinusoidal inputs from the 

parametric study were used. Footplate (plantar surface of the foot), mid-tibia, and proximal 

tibia forces are presented in the following plots. 
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10.5 Statistics Equations 
 The following equations provide measures for evaluating the predictive capabilities of a 

model. In particular, these equations were used in the dissertation to assess the ability of the 

injury criterion to correctly identify injury and no injury cases from previous experimental 

tests. 
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Accuracy: 

Acc =
TP + TN

Total  Eqn. 10.7 

True Positive Ratio (also Sensitivity): 

TPR =
TP

# Injured Tests Eqn. 10.8 

False Negative Ratio: 

FNR =
FN

# Injured Tests Eqn. 10.9 

False Positive Ratio: 

FPR =
FP

# No − injury Tests Eqn. 10.10 

True Negative Ratio (also Specificity): 

TNR =
TN

# No − injury Tests Eqn. 10.11 

Positive Predictive Value: 

PPV =
TP

# Predicted Injuries Eqn. 10.12 

False Discovery Rate: 

FDR =
FP

# Predicted Injuries Eqn. 10.13 

Negative Predictive Value: 

NPV =
TN

# No − injury Predictions Eqn. 10.14 

False Omission Ratio: 

FOR =
FN

# No − injury Predictions Eqn. 10.15 

 
 

10.6 Material Property Summary 
 This appendix provides an overview of the properties of materials which were 

considered as candidates for replacing the heel pad and compliant element in the tibia of the 
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Mil-Lx. Stress-strain plots were digitized from existing literature and are provided for 

reference. Additionally, a summary of the materials and key material properties from the 

literature are provided in Table 10.2. 

 

Table 10.2. Summary of materials considered as candidates for replacing 
components in the Mil-Lx. 

Material Density 
(kg-mm-

3) 

Bulk Modulus 
(GPa) 

Shear 
Modulus 

(GPa) 
90 Durometer Polyurethane 1.3e-6 5.0 1.40e-2 
80 Durometer Polyurethane 1.2e-6 5.0 1.40e-2 
60 Durometer Polyurethane 1.15e-6 5.0 8.60e-3 
40 Durometer Polyurethane 1.15e-6 5.0 8.40e-3 
20 Durometer Polyurethane 1.12e-6 5.0 7.40e-3 
70 Durometer Neoprene 9.6e-7 1.36 2.72e-3 
65 Durometer Neoprene 9.6e-7 1.36 2.72e-3 
60 Durometer Neoprene 9.6e-7 1.36 2.72e-3 
70 Durometer Sorbothane 1.364e-6 4.140  
50 Durometer Sorbothane 1.364e-6 4.710  
30 Durometer Sorbothane 1.364e-6 4.710  

 

10.6.1 Polyurethane 
 Dynamic stress-strain curves were digitized from two versions of polyurethane rubber 

(Polyurethane-A and Polyurethane-B) generated by Yi et al. (Figure 10.15, Figure 10.16).228 

Stress-strain data was collected from quasi-static and dynamic compression tests. Stress-

strain curves are also presented for polyurethane rubber ranging from 20 to 90 durometer. 

This data was obtained from a data sheet from Polyurethane Products. 
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Figure 10.14. Polyurethane rubber engineering stress versus strain for different 
durometers ranging from 20 to 90 durometer. (Data from polyurethane products). 

 
 
 

 

Figure 10.15. Polyurethane rubber stress versus strain for strain 
rates ranging from quasi-static to 9000 s-1. (Data from Yi et al.)228 
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Figure 10.16. Polyurethane rubber stress versus strain for strain rates 
ranging from quasi-static to 9000 s-1. (Data from Yi et al.)228 

 

10.6.2 Other Materials 
 Other materials considered for the replacement of the Mil-Lx heel pad and tibia compliant 

element included nitrile rubber and neoprene. Stress-strain curves 60-, 65-, and 70-

durometer neoprene were collected from a study by Zhao et al.234 
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Figure 10.17. Nitrile rubber stress versus strain for strain rates ranging from 
0.067 to 383 s-1. 

 
 

 

Figure 10.18. Neoprene 60-durometer rubber compressive stress versus 
strain for strain rates ranging from 50 to 1000 s-1. Reproduced from Zhao 
et al.234 
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Figure 10.19. Neoprene 65-durometer rubber compressive stress versus 
strain for strain rates ranging from 50 to 1000 s-1. Reproduced from Zhao 
et al.234 

 

 

Figure 10.20. Neoprene 70-durometer rubber compressive stress versus 
strain for strain rates ranging from 50 to 1000 s-1. Reproduced from Zhao 
et al.234 
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10.7 Mil-Lx FE Model Response 
 The following plots are results from the original and optimized versions of the Mil-Lx 

model subjected to the prescribed footplate accelerations from the human finite element 

model parametric study. Each Mil-Lx response (footplate force, footplate impulse, upper 

tibia force, and lower tibia force) was plotted with the human FE model (without element 

deletion) response for the same input condition. 

10.7.1 Mil-Lx FE Original 
 The following plots are force and impulse responses from the Mil-Lx FE model exposed 

to axial loading from various footplate acceleration frequencies and amplitudes. The FE 

model contains the material properties of the current Mil-Lx design, the characteristics of 

which are summarized in Section 7.4. Plots are labeled with the peak acceleration and 

velocity (A#v*) such that # is the peak acceleration and * is the peak velocity of the footplate 

input. The sinusoidal inputs from the parametric study were used. Force and impulses from 

the optimized Mil-Lx FE model and the human leg FE model (without element deletion) are 

presented. Lower and upper tibia forces are denoted as LT and UT, respectively, while 

footplate forces are abbreviated as FP. 
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10.7.2 FE-Based Optimization 
 The following plots are results from the FE optimization for improving the response of 

the Mil-Lx under various loading frequencies. Plots are labeled with the peak acceleration 

and velocity (A#v*) such that # is the peak acceleration and * is the peak velocity of the 

footplate input. The sinusoidal inputs from the parametric study were used. Force and 

impulses from the optimized Mil-Lx FE model and the human leg FE model (without element 

deletion) are presented. Lower and upper tibia forces are denoted as LT and UT, respectively, 

while footplate forces are abbreviated as FP. 
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10.7.3 Discrete Material Optimization of Mil-Lx 
 The following plots show the response of the Mil-Lx leg FE model for which the tibia 

compliant element has been replaced with 90-durometer polyurethane rubber, and the heel 

pad has been replaced with 70-durometer neoprene. Footplate force and impulse for the Mil-

Lx FE model are plotted against the human FE model (without element elimination) footplate 
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force and impulse for each of the loading conditions. Mil-Lx upper and lower tibia forces and 

human mid- and proximal tibia forces are provided in a third plot for each input condition. 

Again, the plots are labeled with the peak acceleration and velocity (A#v*) such that # is the 

peak acceleration and * is the peak velocity of the footplate input. Lower and upper tibia 

forces are denoted as LT and UT, respectively, while footplate forces are abbreviated as FP. 

 

0 10 20 30 40 50
-12

-10

-8

-6

-4

-2

0

2
A50v6

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 10 20 30 40 50
-90

-80

-70

-60

-50

-40

-30

-20

-10

0

10
A50v6

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 10 20 30 40 50
-10

-8

-6

-4

-2

0

2
A50v6

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 10 20 30 40 50
-20

-15

-10

-5

0

5
A100v12

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 10 20 30 40 50
-180

-160

-140

-120

-100

-80

-60

-40

-20

0

20
A100v12

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 10 20 30 40 50
-20

-15

-10

-5

0

5
A100v12

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT



510 
 

0 10 20 30 40
-20

-15

-10

-5

0

5
A100v10

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 10 20 30 40
-160

-140

-120

-100

-80

-60

-40

-20

0

20
A100v10

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 10 20 30 40
-20

-15

-10

-5

0

5
A100v10

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 10 20 30
-10

-8

-6

-4

-2

0

2
A50v4

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 10 20 30
-70

-60

-50

-40

-30

-20

-10

0

10
A50v4

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 10 20 30
-10

-8

-6

-4

-2

0

2

4
A50v4

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 10 20 30
-20

-15

-10

-5

0

5
A100v8

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 10 20 30
-140

-120

-100

-80

-60

-40

-20

0

20
A100v8

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 10 20 30
-20

-15

-10

-5

0

5
A100v8

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT



511 
 

0 5 10 15 20
-18

-16

-14

-12

-10

-8

-6

-4

-2

0

2
A100v6

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15 20
-120

-100

-80

-60

-40

-20

0

20
A100v6

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 5 10 15 20
-20

-15

-10

-5

0

5

10
A100v6

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 5 10 15 20 25
-40

-35

-30

-25

-20

-15

-10

-5

0

5
A250v14

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15 20 25
-250

-200

-150

-100

-50

0

50
A250v14

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 5 10 15 20 25
-40

-30

-20

-10

0

10

20
A250v14

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 5 10 15 20
-40

-35

-30

-25

-20

-15

-10

-5

0

5
A250v12

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15 20
-200

-150

-100

-50

0

50
A250v12

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 5 10 15 20
-40

-30

-20

-10

0

10

20
A250v12

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT



512 
 

0 5 10 15
-14

-12

-10

-8

-6

-4

-2

0

2
A100v4

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15
-60

-50

-40

-30

-20

-10

0

10
A100v4

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)
 

 
Human FP
MLX FP

0 5 10 15
-12

-10

-8

-6

-4

-2

0

2

4

6
A100v4

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 5 10 15
-35

-30

-25

-20

-15

-10

-5

0

5
A250v10

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15
-160

-140

-120

-100

-80

-60

-40

-20

0

20
A250v10

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 5 10 15
-30

-25

-20

-15

-10

-5

0

5

10

15
A250v10

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 5 10 15
-25

-20

-15

-10

-5

0

5
A250v8

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15
-120

-100

-80

-60

-40

-20

0

20
A250v8

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 5 10 15
-25

-20

-15

-10

-5

0

5

10

15
A250v8

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT



513 
 

0 5 10 15
-45

-40

-35

-30

-25

-20

-15

-10

-5

0

5
A500v14

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15
-180

-160

-140

-120

-100

-80

-60

-40

-20

0

20
A500v14

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 5 10 15
-50

-40

-30

-20

-10

0

10

20

30
A500v14

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 5 10 15 20
-18

-16

-14

-12

-10

-8

-6

-4

-2

0

2
A250v6

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15 20
-70

-60

-50

-40

-30

-20

-10

0

10
A250v6

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 5 10 15 20
-20

-15

-10

-5

0

5

10
A250v6

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 5 10 15
-35

-30

-25

-20

-15

-10

-5

0

5
A500v12

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15
-140

-120

-100

-80

-60

-40

-20

0

20
A500v12

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 5 10 15
-40

-30

-20

-10

0

10

20
A500v12

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT



514 
 

0 5 10 15
-4.5

-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5
A100v2

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15
-16

-14

-12

-10

-8

-6

-4

-2

0

2
A100v2

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)
 

 
Human FP
MLX FP

0 5 10 15
-5

-4

-3

-2

-1

0

1

2
A100v2

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 2 4 6 8 10
-30

-25

-20

-15

-10

-5

0

5
A500v10

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 2 4 6 8 10
-100

-80

-60

-40

-20

0

20
A500v10

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 2 4 6 8 10
-30

-25

-20

-15

-10

-5

0

5

10

15
A500v10

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT



515 
 

 
 

 

0 5 10 15
-10

-8

-6

-4

-2

0

2
A250v4

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15
-30

-25

-20

-15

-10

-5

0

5
A250v4

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)
 

 
Human FP
MLX FP

0 5 10 15
-10

-8

-6

-4

-2

0

2

4
A250v4

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT

0 5 10 15
-25

-20

-15

-10

-5

0

5
A500v8

Time (ms)

Fo
ot

pl
at

e 
Fo

rc
e 

(k
N)

 

 
Human FP
MLX FP

0 5 10 15
-70

-60

-50

-40

-30

-20

-10

0

10
A500v8

Time (ms)

Fo
ot

pl
at

e 
Im

pu
ls

e 
(k

N-
m

s)

 

 
Human FP
MLX FP

0 5 10 15
-25

-20

-15

-10

-5

0

5

10
A500v8

Time (ms)

Ti
bi

a 
Fo

rc
e 

(k
N)

 

 
Human Prox
Human Mid
MLX UT
MLX LT


	Abstract
	Acknowledgements
	List of Symbols
	List of Figures
	List of Tables
	Summary of Contributions
	2 Introduction
	2.1 Anatomy of the Leg
	2.1.1 Bones
	2.1.2 Ankle Motion
	2.1.3 Muscles, Tendons, and Ligaments

	2.2 Loading Environment and Leg Injury
	2.2.1 Automotive Intrusion
	2.2.2 Military Underbody Blast

	2.3 Injury Mechanisms
	2.3.1 Axial Loading
	2.3.2 Bending
	2.3.3 Ankle Flexion
	2.3.4 Ankle Xversion
	2.3.5 High Rate Injury Mechanisms

	2.4 Injury Risk Functions
	2.4.1 Injury Definition and Censoring
	2.4.2 Injury Risk Functions for the Leg

	2.5 Anthropomorphic Test Devices
	2.5.1 Signal Comparison

	2.6 Discussion
	2.7 Objectives

	3 Experimentation
	3.1 Introduction
	3.2 PMHS Component Experimentation
	3.2.1 Drop Tower Test Methodology
	3.2.2 Linear Impactor Test Methodology
	3.2.3 Data Processing
	3.2.4 Results
	3.2.5 Discussion of Results
	3.2.6 Evaluation of Force as an Injury Predictor
	3.2.7 Injury Location
	3.2.8 Limitations and Conclusions


	4 Human Leg Finite Element Modeling
	4.1 Modified GHBMC Leg Model
	4.2 Human Leg Finite Element Model Benchmarking
	4.2.1 FE and Experimental Corridor Comparison
	4.2.2 Experimental versus Finite Element Model Strain Comparison
	4.2.3 Comparison of Injury Outcome in the Finite Element Model

	4.3 Human FE Model Parametric Study
	4.3.1 The Effect of Simulated Fracture on Leg Response
	4.3.2 The Effect of Boundary Condition on Leg Response
	4.3.3 The Effect of Pulse Shape on Leg Response

	4.4 Discussion

	5 Human Lumped Parameter Modeling
	5.1 Background
	5.2 Single Degree-of-Freedom Model
	5.3 Two Degree-of-Freedom Model
	5.4 Multiple Degree-of-Freedom Model with Heel Pad Compliance
	5.5 Multiple Degree-of-Freedom Model with Wobbling Mass
	5.6 Frequency Response
	5.7 Conclusions

	6 Leg Injury Criterion Development
	6.1 Introduction and Preliminary Considerations
	6.1.1 Injury Location Analysis
	6.1.2 Force Measurement Location
	6.1.3 Consideration for Covariates
	6.1.4 Data Set and Predictor Variable Selection

	6.2 Combining Force and Time as an Injury Predictor
	6.2.1 Linear Regression Approach
	6.2.2 Logistic Regression Approach

	6.3 Piecewise Approach using Impulse and Force
	6.3.1 Survival Analysis using Impulse for Short Durations
	6.3.2 Injury Prediction for Long Duration Pulses
	6.3.3 Evaluation of Piecewise Injury Criterion

	6.4 Continuous Injury Criterion
	6.4.1 Predictor based on Lumped-Mass Model Compression
	6.4.2 Predictor based on Finite Element Model Foot Compression
	6.4.3 Predictor based on Finite Element Model Strain
	6.4.4 Optimization of Predictor using PMHS Data
	6.4.5 Evaluation of Continuous Injury Criterion Approaches

	6.5 Discussion
	6.5.1 Validation of the Injury Criterion
	6.5.2 Limitations of the Proposed Injury Criterion

	6.6 Summary

	7 Anthropomorphic Test Device Design
	7.1 Introduction
	7.2 Evaluation of Mil-LX Biofidelity
	7.2.1 Literature Review
	7.2.2 Experimental Testing of the Mil-Lx ATD

	7.3 Lumped Mass Model as a Tool for ATD Design
	7.4 Finite Element Model of the Mil-LX
	7.4.1 Benchmarking Mil-Lx FE Model Response

	7.5 Optimization of Mil-Lx Biofidelity using Finite Element Modeling
	7.5.1 Selection of Materials for Adapting the Mil-Lx ATD
	7.5.2 Comparison of Modified Mil-Lx Response to PMHS Response

	7.6 Application of Injury Criterion to Modified Mil-Lx ATD
	7.7 Discussion
	7.7.1 Discussion of Modified ATD Design
	7.7.2 Cost-Benefit Analysis of Mil-Lx Redesign
	7.7.3


	8 Summary
	8.1 Limitations and Use
	8.2 Future Work
	8.3 Contributions
	8.4 Publications
	8.4.1 Conference Proceedings/Presentations
	8.4.2 Journal Publications


	9 References
	10 Appendices
	10.1 Coordinate Transformations and Scaling
	10.1.1 Tibia Coordinate System
	10.1.2 PMHS Data Scaling

	10.2 Injury Summary
	10.3 Data Summary from PMHS Tests
	10.3.1 Fracture Timing

	10.4 Human Finite Element Model Results
	10.5 Statistics Equations
	10.6 Material Property Summary
	10.6.1 Polyurethane
	10.6.2 Other Materials

	10.7 Mil-Lx FE Model Response
	10.7.1 Mil-Lx FE Original
	10.7.2 FE-Based Optimization
	10.7.3 Discrete Material Optimization of Mil-Lx



